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Carbonite Move overview

Carbonite Move is a comprehensive migration solution. It allows you to move an entire server, known as
a source, by mirroring an image of that source to another server, known as the target. The source and
target servers can be physical or virtual. The image of the source contains the server's system state (the
server's configured operating system and applications) and all of the source server’s data. You can also
migrate just a source's data, in which case the target's system state (the target's configured operating
system and applications) will be used with the source's data.

Carbonite Move uses patented data replication technology that allows users to continue accessing and
changing data during the migration. As changes are made on the source, replication keeps the image of
the source stored on the target up-to-date. Carbonite Move replicates, in real-time, only the file changes,
not the entire file, allowing you to more efficiently use resources. When you are ready to cutover to the
new server, Carbonite Move applies the source system state and after a reboot, the source is available
and running on what was the target server hardware.

A Mirroring and
< Replication
— Operating S_erver . —
Source System Configuration Target
%
Applications Data

Image of the Source
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Replication capabilities

Carbonite Move replicates all file and directory data in the supported Linux file systems. Carbonite Move
does not replicate items that are not stored on the file system, such as pseudo-file systems like /proc and
/sys. In addition, note the following.

Carbonite Move is compatible with NFS and Samba services as long as they are mounted on top
of Carbonite Move. (The mount must be at the origination point, not a remote mounted point.)
Additionally, NFS and Samba should be started after the Double-Take service.

If you select data stored on a recursive mount point for replication, a mirror will never finish.
Carbonite Move does not check for data stored on recursive mount points.

If any directory or file contained in your replication set specifically denies permission to the account
running the Double-Take service, the attributes of the file on the target will not be updated
because of the lack of access.

Sparse files will become full size, zero filled files on the target.
If you are using soft links, keep in mind the following.

If a soft link to a directory is part of a replication set rule’s path above the entry point to the
replication set data, that link will be created on the target as a regular directory if it must be
created as part of the target path.

If a soft link exists in a replication set (or is moved into a replication set) and points to a file or
directory inside the replication set, Carbonite Move will remap the path contained in that link
based on the Carbonite Move target path when the option RemapLink is set to the default
value (1). If RemapLink is set to zero (0), the path contained in the link will retain its original
mapping.

If a soft link exists in a replication set (or is moved into a replication set) and points to a file or
directory outside the replication set, the path contained in that link will retain its original
mapping and is not affected by the RemapLink option.

If a soft link is moved out of or deleted from a replication set on the source, that link will be
deleted from the target.

If a soft link to afile is copied into a replication set on the source and the operating system
copies the file that the link pointed to rather than the link itself, then Carbonite Move
replicates the file copied by the operating system to the target. If the operating system does
not follow the link, only the link is copied.

If a soft link to a directory is copied into a replication set on the source and the operating
system copies the directory and all of its contents that the link pointed to rather than the link
itself, then Carbonite Move replicates the directory and its contents copied by the operating
system to the target. If the operating system does not follow the link, only the link is copied.

If any operating system commands, such as chmod or chown, is directed at a soft link on
the source and the operating system redirects the action to the file or directory which the
link references, then if the file or directory referenced by the link is in a replication set, the
operation will be replicated for that file to the target.

The operating system redirects all writes to soft links to the file referenced by the link.
Therefore, if the file referenced by the symbolic link is in a replication set, the write operation
will be replicated to the target.

Chapter 1 Carbonite Move overview 7



« Ifyou are using hard links, keep in mind the following.

If a hard link exists (or is created) only inside the replication set on the source, having no
locations outside the replication set, the linked file will be mirrored to the target for all
locations and those locations will be linked if all link locations on the target exist on the same
partition.

If a hard link crosses the boundaries of a replication set on the source, having locations both
inside and outside the replication set, the linked file will be mirrored to the target for only
those locations inside the replication set on the source, and those locations will be linked on
the target if all link locations exist on the same partition.

If a hard link is created on the source linking a file outside the replication set to a location
inside the replication set, the linked file will be created on the target in the location defined
by the link inside the replication set and will be linked to any other locations for that file which
exist inside the replication set.

If any hard link location is moved from outside the replication set into the replication set on
the source, the link will not be replicated to the target even if other link locations already
exist inside the replication set, but the linked file will be created on the target in the location
defined by the link.

If any hard link location existing inside the replication set is moved within the replication set
on the source, the move will be replicated to the target and the link will be maintained if the
new link location does not cross partitions in the target path.

If any hard link location existing inside the replication set is moved out of the replication set,
that file or linked location will be deleted on the target.

If a hard linked file is copied from any location inside or outside the replication setto a
location inside the replication set on the source, the copy will be replicated to the target.

If a hard linked file has a location in the replication set and any of the operating system
commands, such as chmod or chown, are directed at that file from a location inside the
replication set, the modification to the file will be replicated to the target. Operations on hard
links outside of the replication set are not replicated.

If a hard linked file has a location in the replication set and a write operation is directed at
that file from inside the replication set, the write operation will be replicated to the target.
Operations on hard links outside of the replication set are not replicated.

If any hard link location existing inside the replication set is deleted on the source, that file or
linked location will be deleted from the target.
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Requirements

Your source and target servers must meet certain requirements, however, they depend on the type of
migration job you will be using. See the specific requirements for each migration type for requirements

specific to that job type.
« Files and folders requirements on page 68
« Full server migration requirements on page 143
o Full server to ESX migration requirements on page 178

Additionally, verify the machine where you are running the console meets the Carbonite Replication
Console requirements on page 40.
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Carbonite Move clients

Carbonite Move for Linux has different clients for different job types.

« Files and folders jobs—Files and folders jobs will use the Replication Console for Linux to
control and manage your connections. These client installations are not detailed in the Carbonite
Availability and Carbonite Move Installation, Licensing, and Activation document. You can install
this client by selecting the Install Carbonite Replication for Linux Management Client link
from the installation landing page. Follow the on-screen installation instructions. After the
installation is complete, the Replication Console for Linux can be started from the Windows Start
menu. Linux files and folders jobs can also use a DTCL scripting language to control and manage
connections. For more information, see the DTCL Scripting Guide.

« Replication Console for Linux for files and folders jobs on page 11

« Full server and full server to ESX jobs—Full server and full server to ESX jobs use the
Carbonite Replication Console to control and manage the jobs and cutover. This client installation
is detailed in the Carbonite Availability and Carbonite Move Installation, Licensing, and Activation
document. After the installation is complete, the console can be started from the Windows Start
menu. Linux full server and full server to ESX jobs can also use PowerShell scripting to control
and manage these jobs types. For more information, see the PowerShell Scripting Guide.

« Carbonite Replication Console for full server and full server to ESX jobs on page 38
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Replication Console for Linux for files and folders jobs

Start the Carbonite Move Replication Console for Linux by selecting Carbonite, Replication,
Carbonite Replication Console for Linux from your Programs, All Programs, or Apps,
depending on your operating system.

From the Replication Console for Linux, you can manage, monitor, and control your Carbonite Move
connections. The Replication Console for Linux is a two pane view. The views in the panes change
depending on what is highlighted. For example, when the root of the tree in the left pane is selected, all
of the machines in your environment running Carbonite Move are displayed in the right pane. If you
expand the tree in the left pane and select a server, any connections for that server are displayed in the
right pane.

E Double-Take Replication Console

File iew Monitor Insert Tools Help
ij =1 ije=1]l
+ - I cen00001 B B
|
+- R cen0On01-1 cendO00!  cenOOO1-1
Ready .%IEI.
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Logging on and off

To ensure protection of your data, Carbonite Move offer multi-level security using native operating
system security features. Privileges are granted through membership in user groups defined on each
machine running Carbonite Move. To gain access to a particular Carbonite Move source or target, the
user must provide a valid operating system user name and password and the specified user name must
be a member of one of the Carbonite Move security groups. Once a valid user name and password has
been provided and the Carbonite Move source or target has verified membership in one of the Carbonite
Move security groups, the user is granted appropriate access to the source or target and the
corresponding features are enabled in the client. Access to Carbonite Move is granted on one of the
following three levels.

« Administrator Access—All features are available for that machine.

» Monitor Access—Servers and statistics can be viewed, but functionality is not available.
« No Access—Servers appear in the clients, but no access to view the server details is available.

Use the following instructions when logging on and off of a server.

1. Highlight a machine on the left pane of the Replication Console for Linux. By double-clicking the
machine name, Carbonite Move automatically attempts to log you on to the selected machine
using the ID that you are currently logged on with. Verify your access by the resulting icon.

2. Ifyou have no access, the Logon dialog box will automatically appear. If you have monitor access
or want to log on with a different username, right-click the machine name and select Logon.

Logon to cenD0001

2. Usemame: |T'3"3't

Fazsword: | xxxxxxxx

lv Save Fazzward [ Cancel

......................................

3. Specify your Username, Password, Domain, and whether you want your password saved.
4. Click OK and verify your access by the resulting icon and log on again if necessary.

When logging in, the user name, password, and domain are limited to 100 characters.

If your license key is missing or invalid, you will be prompted to open the Server Properties
General tab to add or correct the key. Select Yes to open the Server Properties dialog
box or select No to continue without adding a license key.

If the login does not complete within 30 seconds, it is automatically canceled. If this
timeout is not long enough for your environment, you can increase it by adjusting the
Communication Timeout on the Configuration tab of the Replication Console for
Linux properties. Select File, Options, from the Replication Console for Linux to access
this screen.
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Carbonite Move uses ICMP pings to verify server availability during the login process. If
your Carbonite Move server is across a router or firewall that has ICMP pings disabled,
you will need to disable the Carbonite Move ICMP ping verification. To do this, select File,
Options, from the Replication Console for Linux and disable Use ICMP to verify server
availability.

Administrator rights L

This icon is a computer with a gear and it indicates the Carbonite Move security
is set to administrator access.

Monitor rights =

This icon is a computer with a magnifying glass and it indicates the Carbonite
Move security is set to monitor only access.

No rights &

This icon is alock and it indicates the Carbonite Move security is set to no
access.

5. Tolog off of a Carbonite Move machine, right-click the machine name on the left pane of the
Replication Console for Linux and select Logout.
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Using Replication Console for Linux workspaces

The Replication Console for Linux workspace contains the display of the panes of the Replication
Console for Linux and any servers that may have been inserted. Multiple workspaces can be used to
help organize your environment or to view settings from another machine.

Saving a workspace—As you size, add, or remove windows in the Replication Console for
Linux, you can save the workspace to use later or use on another Carbonite Move client machine.
Select File and one of the following options.

Save Workspace—Save the current workspace. If you have not previously saved this
workspace, you must specify a name for this workspace.

Save Workspace As—Prompt for a new name when saving the current workspace.

Opening a workspace—From the Replication Console for Linux, you can open a new
workspace or open a previously saved workspace. Select File and one of the following options.

New Workspace—Open an untitled workspace with the default Carbonite Move window
settings.

Open Workspace—Open a previously saved workspace.
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Clearing stored security credentials

Use the following steps to remove credentials cached in the Replication Console for Linux.

1. Toaccess the credentials security option, select File, Options and select the Security tab.

Replication Console Options

Ennfiguratiun] Statistice  Security ] Language]

Security Settings —

Feplization Conzole will maintain cached security
credentialz ok the client machine by default. Ta clear the
curment cached credentialz, zelect the checkbox below and
prezs the 0K button,

[ Clear Cached Security Credentials

k. | Cancel Help

2. Toremove the security credentials, click Clear Cached Security Credentials.
3. Click OK.
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Server settings

Most of the Carbonite Move server settings are located in the Replication Console for Linux Server
Properties dialog box. To access this dialog box, right-click a server in the left pane of the Replication
Console and select Properties. The Server Properties dialog box contains multiple tabs with the
Carbonite Move server settings. For information on the server settings not available through the
Replication Console for Linux, see the DTCL Scripting Guide.

This section contains the following topics, each corresponding to a tab in the Server Properties dialog

box.

Identifying a server on page 17

Licensing a server on page 19

Configuring server startup options on page 22

Configuring network communication properties for a server on page 24
Queuing data on page 26

Configuring source data processing options on page 29

Configuring target data processing options on page 31

Specifying the Carbonite Move database storage files on page 32
Specifying file names for logging and statistics on page 33

E-mailing system messages on page 95
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Identifying a server

From the Replication Console for Linux, you can see server identity information.

1. Right-click a server on the left pane of the Replication Console for Linux.
2. Select Properties
3. Select the General tab.

Server Properties

Target ] [Databaze ] Logging ] E -mail Matification ]
General l Licensing ] Setup ] M etwark, ] Clueus ] Source ]

Mickname: ||:enEIEIEIEI'I -1
Machine: (cen00001-1

Addresses: |10.0.0.7 0 1500
127.0.01 1500

Client Transmmit Port; {1500

Dizcovery Method: Braadeast Heartbeat

i~ Operating System
Linuy [IBBE] “erzion 2.6.9-67 ELsmp

Product Information
Double-T ake Awailability Standard for Linus 4.7.1.1185.0

& The licensing infarmation for this gerver iz currently valid, [F pou
would like to change the licenzing information, pleasze wisit the
'Licensing' tab.

Cancel Help

4. Specify the server identity information. Some of the fields are informational only.

« Nickname—A nickname is saved in the Replication Console for Linux workspace,
therefore, it only appears in the Replication Console for Linux on this server. It is not
communicated across the network. If you export a workspace and use it on another
Carbonite Move server, the server nickname will appear there also.

« Machine—This is the actual server name. This field is not modifiable.

« Addresses—The IP address(es) for this server are listed in this field. This information is
not modifiable and is displayed for your information. The machine’s primary address is
listed first.
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« Client Transmit Port—This field displays the port that the Replication Console for Linux
uses to send commands to a server. This port cannot be modified.

» Discovery Method—This field indicates the method in which the Replication Console for
Linux identifies the Carbonite Move server.

« Manual—A Carbonite Move server was manually inserted into the Replication
Console for Linux server tree.

- Broadcast Heartbeat—A Carbonite Move server is broadcasting Carbonite Move
heartbeats.

« Operating System—The server’s operating system version is displayed.

o Product Information—The Carbonite Move version number and build number are
displayed.
5. Click OK to save the settings.
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Licensing a server

From the Replication Console for Linux, you can manage your license keys. The license key is the
Carbonite Move license which is required on every Carbonite Move server. The license key is a 24
character, alpha-numeric key. You can change your license key without reinstalling, if your license
changes. There are different licenses available.

« Evaluation—An evaluation license has an expiration date built into the license key. When the
license expires, the software will no longer function. The same evaluation licenses can be used on
multiple machines on a network.

« Single—A single license is available on a per-machine basis. Each server is required to have a
unique license whether it is functioning as a source, target, or both. A single license can only be
used on one server on a network.

« Site—A site license is available to register every machine with the same license. This license is
designed to be used on multiple servers on a network.

To prevent Carbonite Move from being used illegally on multiple servers, you may have received a
license key that must be activated from the Replication Console for Linux. Once the license key is
entered, you have 14 days to activate it. The activation key can be obtained by supplying unique server
information to Carbonite. Since the activation key contains unique server information, specific to the
hardware where Carbonite Move is installed, the activation key cannot be used on any other server, thus
prohibiting illegal applications.

1. Right-click a server on the left pane of the Replication Console for Linux.

2. Select Properties.

3. Selectthe Licensing tab. The fields displayed on this tab will vary depending on your license
keys.

The Replication Console for Linux Licensing tab uses older terminology, such as
activation code and node-locking. The activation code is actually your license key before it
is activated. Your node-locked code is the activation key that will activate your license.
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Server Properties @

General Licensing 1 Sebup 1 Metwork, ] Gueus | Source ]

Enter Activation Codedfey:

Target l D atabaze ] Loggmng ] E-mail Motification 1

Select Actrvation Code from the izt below for more mformation:

Marne Code Bemove
Double-T ake Availabadity Standard for Lirus cod 1 -ubwn o o
Node-Locked License Key - Serial #4443 ipct-ehwz- =P

{_ 111} }

& MNode-Locked Smale Server License - Serial #4443

Mode-Locking

& The Mode-Locked License Key iz wahd. The product iz fully
reqistered.

Server Information:

|F:gfw1 zhoochvd a7 FuSdatpounnbapd 42 mpSida
Chok here bo obtain a Mode-| ocked Licenze Key

Ok, I Cancel Help

Ente
High

N o ok

r alicense key and click Add. Repeat for each license key.
light an license key in the list to display any status messages for that key below the list display.

If you need to remove a key from the server, highlight it in the list and click Remove.
To activate a license key, you need to provide server information which will be used to generate

an activation key.

a.

After entering your license key, click OK to begin the grace period. At this point, you have
14 days to activate it.

b. Reopen the Server Properties Licensing tab.
c. Highlight your license key in the list to display the Node-Locking section at the bottom of the

Licensing tab.

Click the hyperlink in the Node-Locking section. If you do not have an Internet connection,
copy the Server Information text from the Node-Locking section into the form at
https://activate.doubletake.com from another machine.

After you submit the form, you will receive an email with an activation key. Enter that key on
the Licensing tab and click Add. The activation key is specific to this server. It cannot be
used on any other server. If the activation key and server do not match, Carbonite Move will
not run.

Chapter 3
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8. Click OK to apply the keys you entered.
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Configuring server startup options

From the Replication Console for Linux, you can configure server startup options for each Carbonite
Move server.

1. Right-click a server on the left pane of the Replication Console for Linux.

2. Select Properties

3. Selectthe Setup tab.

Server Properties

Target ] Databaze ] Logaging ] E -mail M otification ]
General ] Lizenzing Setup l Metwark, ] [ueue ] Source ]
Setup Optiohz

v Log Statistics Automatically
| Enable Task Command Processing

[ Enable Extended Attribute replicationmiraring

Source Module Startup Ophtions

v Autamatically Beconnect During Source [nitialization

¥ Perform Remimor &fter &uto-Feconnect
i+ Differences with checksum
[ Differences with no checksum

£ Full

Cancel Help

4. Specify the server setup and source startup options.

« Log Statistics Automatically—If enabled, Carbonite Move statistics logging will start
automatically when Carbonite Move is started.

« Enable Task Command Processing—Task command processing is a Carbonite Move
feature that allows you to insert and run tasks at various points during the replication of
data. Because the tasks are user-defined, you can achieve a wide variety of goals with this
feature. For example, you might insert a task to create a snapshot or run a backup on the
target after a certain segment of data from the source has been applied on the target. This

Chapter 3 Carbonite Move clients 22



allows you to coordinate a point-in-time backup with real-time replication.

Task command processing can be enabled from the Replication Console for Linux, but it
can only be initiated through the scripting language. See the Scripting Guide for more
information.

If you disable this option on a source server, you can still submit tasks to be processed on a
target, although task command processing must be enabled on the target.

- Enable Extended Attribute replication/mirroring—This option is no longer used.

« Automatically Reconnect During Source Initialization—If enabled, Carbonite Move
will automatically reconnect any connections that it automatically disconnected.

« Perform Remirror After Auto-reconnect—If enabled, Carbonite Move will
automatically perform a remirror after an auto-reconnect has occurred. You will also need
to specify the type of mirror that you wish to perform after an auto-reconnect.

» Differences with Checksum—Any file that is different on the source and target
based on date, time, and/or size is flagged as different. The mirror then performs a
checksum comparison on the flagged files and only sends those blocks that are
different.

» Differences with no Checksum—Any file that is different on the source and target
based on date, time, and/or size is sent to the target.

« Full—Allfiles are sent to the target.

Database applications may update files without changing the date, time, or
file size. Therefore, if you are using database applications, you should use
the Differences with checksum or Full option.

5. Click OK to save the settings.
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Configuring network communication properties for a server

1. Right-click a server on the left pane of the Replication Console for Linux.
2. Select Properties
3. Selectthe Network tab.

Server Properties

Target ] Databaze ] Logging ] E -mail Matification ]
General ] Lizensing ] Setup Metwork l [ueue ] Source ]
/M Changing the values on thiz page will not take effect until the

Double-Take zervice has been restarted on the specified system.

Interface
Default Address: | MHone L]
Default Protocal: | ) J
Semvice Lizgten Port: 1500 _|:|
Heartbeat Tranzmit Part; 1500 :Iil
Statuz Listen Port: 1505 _Jj
Heartheat
Time between Heartbeats [seconds): 2

[ ] 3 _|:|
Miszed Heartbeat Limit: 10 _I
[ Show Heartbeat Meszages in Logger;
T hroughput -
TCP ‘window Size [0 for auta] [butes): 375000 :Iil

Cancel | Help |

4. Specify the network communication properties.

« Default Address—On a machine with multiple NICs, you can specify which address
Carbonite Move traffic will use. It can also be used on machines with multiple IP addresses
on asingle NIC.

« Default Protocol—The default protocol for all Carbonite Move communications is the
TCP/IP protocol. In the future, Carbonite Move may support other communication
protocols.

« Service Listen Port—Carbonite Move servers use the Service Listen Port to send and
receive commands and operations between two Carbonite Move servers.

« Heartbeat Transmit Port—A Carbonite Move server sends its heartbeats to the
Heartbeat Transmit Port.
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« Status Listen Port—Carbonite Move servers use the Status Listen Port to listen for
requests from the Replication Console for Linux and other clients.

« Time Between Heartbeats—All Carbonite Move servers transmit a heartbeat. This
heartbeat allows other Carbonite Move servers and Carbonite Move clients to locate and
identify the Carbonite Move servers. The heartbeat is a broadcast UDP transmission. This
heartbeat can be disabled, but if it is, Carbonite Move will not auto-detect the Carbonite
Move servers to populate the Replication Console for Linux. By default, there are 3
seconds between heartbeats. If you set this option to 0, the heartbeats are disabled.

« Missed Heartbeat Limit—This is the number of heartbeats which can be missed before
transmission is stopped and data is queued on the source.

« Show Heartbeat Messages in Logger—This checkbox enables the heartbeat messages
in the Carbonite Move log. Enabling this option will cause your logs to fill up faster.

o TCP Window Size—This option is the size, in bytes, of the buffer used for TCP transfers.
This is an operating system buffer, not a Carbonite Move buffer. If this option is set to zero
(0), Linux kernel versions 2.6.7 or later can automatically tune this buffer setting for best
server performance. Therefore, the recommended setting is 0 for automatic tuning, if you
are using a version 2.6.7 or later Linux kernel. If you want to reduce or control network
traffic, you can configure this option to a static size. The default is 375000 for a 1 GB
network. Modifications should be relative to that speed using the calculation 37500 *
network speed_in_bits per _second/ 100 Mbit.

If you want to control network traffic, you may find the Carbonite Move bandwidth
limiting features to be a better method.

5. Click OK to save the settings.
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Queuing data

Y ou should configure queuing on both the source and target.

1. Right-click the server on the left pane of the Replication Console.
2. Select Properties.

3. Select the Queue tab.

4. Specify the queue settings for the server.

Server Properties E

T arget I D atabaze I Logaging I E -mail Matification I
General I Licenzing I Setup I Hetwaorl, Hueue | Source
My Changing the quewe location ar memon ugage will not take effect

until the Double-Take service has been restarted on the specified
spztem.

— Location
Folder:

vaan"u:au:hefDTf |
Free dizk space [MB]: 33602

& A dedicated non-boat vaolume will offer the best performance and
reliability.

— Memoary and Dizk Uzage

b asirnuam sypstemn memony for queue [ME]: I 2553:
b axirnum dizk. space for queue [MB]: I

W Unlimited

Minirurm Free Space [MEB]: I a0

— Queue Uzage Alert Threzhald
Alert at fallowing queus uzage percentage: I EDE:

Cancel Help

« Folder—This is the location where the disk queue will be stored. Carbonite Move displays
the amount of free space on the volume selected. Any changes made to the queue location
will not take effect until the Double-Take service has been restarted on the server.

Select alocation on a volume that will have minimal impact on the operating system and
applications being protected. For best results and reliability, this should be a dedicated,
non-boot volume. The disk queue should not be on the same physical or logical volume as
the data being replicated.
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Scanning the Carbonite Move queue files for viruses can cause unexpected
results. If anti-virus software detects a virus in a queue file and deletes or moves i,
data integrity on the target cannot be guaranteed. As long as you have your anti-
virus software configured to protect the actual production data, the anti-virus
software can clean, delete, or move an infected file and the clean, delete, or move
will be replicated to the target. This will keep the target from becoming infected and
will not impact the Carbonite Move queues.

« Maximum system memory for queue—This is the amount of system memory, in MB,
that will be used to store data in queues. When exceeded, queuing to disk will be triggered.
This value is dependent on the amount of physical memory available but has a minimum of
32 MB. By default, 128 MB of memory is used. If you set it lower, Carbonite Move will use
less system memory, but you will queue to disk sooner which may impact system
performance. If you set it higher, Carbonite Move will maximize system performance by not
queuing to disk as soon, but the system may have to swap the memory to disk if the system
memory is not available.

Since the source is typically running a production application, it is important that the amount
of memory Carbonite Move and the other applications use does not exceed the amount of
RAM in the system. If the applications are configured to use more memory than there is
RAM, the system will begin to swap pages of memory to disk and the system performance
will degrade. For example, by default an application may be configured to use all of the
available system memory when needed, and this may happen during high-load operations.
These high-load operations cause Carbonite Move to need memory to queue the data
being changed by the application. In this case, you would need to configure the applications
so that they collectively do not exceed the amount of RAM on the server. Perhapson a
server with 1 GB of RAM running the application and Carbonite Move, you might configure
the application to use 512 MB and Carbonite Move to use 256 MB, leaving 256 MB for the
operating system and other applications on the system. Many server applications default to
using all available system memory, so it is important to check and configure applications
appropriately, particularly on high-capacity servers.

Any changes to the memory usage will not take effect until the Double-Take service has
been restarted on the server.

« Maximum disk space for queue—This is the maximum amount of disk space, in MB, in
the specified Folder that can be used for Carbonite Move disk queuing, or you can select
Unlimited which will allow the queue usage to automatically expand whenever the
available disk space expands. When the disk space limit is reached, Carbonite Move will
automatically begin the auto-disconnect process. By default, Carbonite Move will use an
unlimited amount of disk space. Setting this value to zero (0) disables disk queuing.

o Minimum Free Space—This is the minimum amount of disk space in the specified Folder
that must be available at all times. By default, 50 MB of disk space will always remain free.
The Minimum Free Space should be less than the amount of physical disk space minus
Maximum disk space for queue.

The Maximum disk space for queue and Minimum Free Space settings work
in conjunction with each other. For example, assume your queues are stored on a
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10 GB disk with the Maximum disk space for queue setto 10 GB and the
Minimum Free Space set to 500 MB. If another program uses 5 GB, Carbonite
Move will only be able to use 4.5 GB so that 500 MB remains free.

« Alert at following queue usage percentage—This is the percentage of the disk queue
that must be in use to trigger an alert message in the Carbonite Move log. By default, the
alert will be generated when the queue reaches 50%.

5. Click OK to save the settings.
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Configuring source data processing options

1. Right-click a server on the left pane of the Replication Console for Linux.
2. Select Properties
3. Selectthe Source tab.

Server Properties @

Target ] Databaze ] Logging ] E -mail Matification ]
General ] Lizenzing ] Setup ] Metwark:, ] [ueues Source
Gueue Ratio

/M Curent connections will not be affected.

R eplication Packets ta 1 Miror Packet: 5 _._|:|

Replication
Im

[ lgnore Delete Dperations:

Mirrar Queue

M axirnum Pending Mirrar Operations: s
g P 1000 _i:|
Size of Mirrar Packets [Butes]: 70000

kirraring or Yerify
W Usze Checksum on &l blocks of data during a Difference Miror

Cancel Help

4. Specify how the source will process data.

« Replication Packets to 1 Mirror Packet—Y ou can specify the ratio of replication
packets to mirror packets that are placed in the source queue. Specify a larger number if
you have a busy network that has heavy replication. Also, if you anticipate increased
network activity during a mirror, increase this number so that the replication queue does not
gettoo large.

« Replicate NT Security by Name—This is a Windows option only.

» Ignore Delete Operations—This option allows you to keep files on the target machine
after they are deleted on the source. When a file is deleted on the source, that delete
operation is not sent to the target. (All edits to files on the source are still replicated to the
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target; only deletions of whole files are ignored.) This option may be useful to give you an
opportunity to make a backup of these files in the event they are needed in the future.

If delete operations are ignored long enough, the potential exists for the target to
run out of space. In that case, you can manually delete files from the target to free
space.

« Maximum Pending Mirror Operations—This option is the maximum number of mirror
operations that are queued on the source. The default setting is 1000. If, during mirroring,
the mirror queued statistic regularly shows low numbers, for example, less than 50, this
value can be increased to allow Carbonite Move to queue more data for transfer.

« Size of Mirror Packets—This option determines the size of the mirror packets that
Carbonite Move transmits. The default setting is 32768 bytes.

« Use Checksum on All blocks of data during a Difference Mirror—This option allows
a file difference mirror to check each block of data, regardless of the file attributes. If this
option is not marked, Carbonite Move will assume files are synchronized if their attributes
match.

Database applications may update files without changing the date, time, or file size.
Therefore, if you are using database applications, you should use the Block
Checksum All option to ensure proper file comparisons.

5. Click OK to save the settings.
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Configuring target data processing options

1. Right-click a server on the left pane of the Replication Console for Linux.
2. Select Properties
3. Selectthe Target tab.

Server Properties @

General ] Licenszing ] Setup ] Metwork, ] [lueus ] Source ]
Target l D atabasze ] Logging 1 E -mail M atification ]
Files
T arget Mirrar Capacity High Percentage: o0 _:J
T arget Mirrar Capacity Law Percentage: 10 -
=
[usues

Fetry Delay for Incomplete Operations [zeconds]: |3 _%l

Cancel Help

4. Specify how the target will process data.

« Target Mirror Capacity High Percentage—Y ou can specify the maximum percentage
of system memory that can contain mirror data before the target signals the source to
pause the sending of mirror operations. The default setting is 20.

« Target Mirror Capacity Low Percentage—You can specify the minimum percentage of
system memory that can contain mirror data before the target signals the source to resume
the sending of mirror operations. The default setting is 10.

« Retry Delay for Incomplete Operations (seconds)—This option specifies the amount
of time, in seconds, before retrying a failed operation on the target. The default setting is 3.

5. Click OK to save the settings.
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Specifying the Carbonite Move database storage files

1. Right-click a server on the left pane of the Replication Console for Linux.
2. Select Properties
3. Selectthe Database tab.

Server Properties E|
General ] Licenszing ] Setup ] M etwork, ] [lueus ] Source ]
Target Database l Logaing ] E -mnail M otification ]

D atabaze Files

Faolder

Mear/lib/DT

Replication Set: DHIT ake. db
Connechion; |cunnect.sts
Schedule; |$chedule.sts

Cancel Help

4. Specify the database files that store the Carbonite Move replication set, connection, and
scheduling information.

« Folder—Specify the directory where each of the database files on this tab are stored. The
default location is the directory where the Carbonite Move program files are installed.

« Replication Set—This database file maintains which replication sets have been created
on the server along with their names, rules, and so on. The default file name is DbITake.db.

« Connection—This database file maintains the active source/target connection
information. The default file name is connect.sts.

« Schedule—This database file maintains any scheduling and transmission limiting options.
The default file name is schedule.sts.

5. Click OK to save the settings.
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Specifying file names for logging and statistics

1. Right-click a server on the left pane of the Replication Console for Linux.
2. Select Properties
3. Selectthe Logging tab.

Server Properties

General ] Licensing ] Setup ] Metwark, ] [lueue ] Source ]
Target ] Databaze Logging l E -mail M atification ]
Folder: |a"vara’lnga’D T J
Mezzages & Alerts
M awirmum Length [bytes]: |1 048576
M awimnurn Files: |5
Yerification -
Filenarne: |DT\:"erif_l,l.Iu:|g
b amirmum Lenagth [byutes]: |1 048576
[+ Append
| | =
Statistics
Filenarne: |$tatistic.sts
M airurn Lenagth [Bytes]: |1 1485760
Wfrike [nterval [minutes]; |5

Cancel Help

4. Specify the location and file names for the log and statistics files.

« Folder—Specify the directory where each of the log files on this tab are stored. The default
location is the directory where the Carbonite Move program files are installed.

o Messages & Alerts

« Maximum Length—Specify the maximum length of the client and service log files.
The default size is 1048576 bytes and is limited by the available hard drive space.

« Maximum Files—Specify the maximum number of Carbonite Move alert log files
that are maintained. The default is 5, and the maximum is 999.

« Verification

« Filename—The verification log is created during the verification process and details
which files were verified as well as the files that are synchronized. This field contains
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the name of the verification log, which is by default DTVerify.log.

« Maximum Length—Specify the maximum length of the verification log file. The
default maximum length is 1048576 bytes (1 MB).

« Append—Mark the Append check box if you want to append each verification
process to the same log file. If this check box is not marked, each verification process
that is logged will overwrite the previous log file. By default, this check box is
selected.

« Language—At this time, English is the only language available.

. Statistics

« Filename—The statistics log maintains connection statistics such as mirror bytes in
queue or replication bytes sent. The default file name is statistic.sts. This file is a
binary file that is read by the DTStat utility.

« Maximum Length—Specify the maximum length of the statistics log file. The default
maximum length is 10485760 bytes (10 MB). Once this maximum has been reached,
Carbonite Move begins overwriting the oldest data in the file.

« Write Interval—Specify how often Carbonite Move writes to the statistics log file.
The defaultis every 5 minutes.

5. Click OK to save the settings.

Chapter 3 Carbonite Move clients 34



E-mailing system messages

You can e-mail system messages to specified addresses. The subject of the e-mail will contain an
optional prefix, the server name where the message was logged, the message ID, and the severity level
(information, warning, or error). The text of the message will be displayed in the body of the e-mail
message.

1. To enable e-mail notification for a server, right-click the server in the left pane of the Replication
Console and select Properties.

2. Select the E-mail Notification tab.

Server Properties

General ] Lizensing ] Setup ] Hetworl, ] Cueue ] Source ]
Target ] Databaze ] Logaing E-mail Matification

v Enable notification Test...

E-mail Settings
b ail Server [SMTR: ]SMTF‘Sewer
Iv Logonto SMTF server

| zermanme: |username
Passwond:
From Addrezs; |suppnrt@dumain.cnm

| T Group@damain. com
support@domain, com

Send To: | J
ST

Subject Prefix: |

v &dd event description to subject

Filter Contents
Inciude: [ Information v Waming W Emar

Exclude theze Event 1D |
[emample: 4000,4002-4010]

Cancel Help

3. Select Enable notification.

Any specified notification settings are retained when Enable notification is disabled.

4. Specify your e-mail settings.
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o Mail Server (SMTP)—Specify the name of your SMTP mail server.

Specifying an SMTP server is the preferred method because it provides a direct
connection between the mail server and Carbonite Move, which decreases
message latency and allows for better logging when the mail server cannot be
reached.

If you do not specify an SMTP server, Carbonite Move will attempt to use the Linux
mail command. The success will depend on how the local mail system is
configured. Carbonite Move will be able to reach any address that the mail
command can reach.

o Log on to SMTP Server—If your SMTP server requires authentication, enable Log on
to SMTP Server and specify the Username and Password to be used for authentication.
Your SMTP server must support the LOGIN authentication method to use this feature. If
your server supports a different authentication method or does not support authentication,
you may need to add the Carbonite Move server as an authorized host for relaying e-mail
messages. This option is not necessary if you are sending exclusively to e-mail addresses
that the SMTP server is responsible for.

« From Address—Specify the e-mail address that you want to appear in the From field of
each Carbonite Move e-mail message. The address is limited to 256 characters.

« Send To—Specify the e-mail address that each Carbonite Move e-mail message should
be sent to and click Add. The e-mail address will be inserted into the list of addresses. Each
address is limited to 256 characters. You can add up to 256 e-mail addresses. If you want to
remove an address from the list, highlight the address and click Remove. You can also
select multiple addresses to remove by Ctrl-clicking.

« Subject Prefix and Add event description to subject—The subject of each e-mail
notification will be in the format Subject Prefix : Server Name : Message Severity : Message
ID : Message Description. The first and last components (Subject Prefix and Message
Description) are optional. The subject line is limited to 150 characters.

If desired, enter unique text for the Subject Prefix which will be inserted at the front of the
subject line for each Carbonite Move e-mail message. This will help distinguish Carbonite
Move messages from other messages. This field is optional.

If desired, enable Add event description to subject to have the description of the
message appended to the end of the subject line. This field is optional.

« Filter Contents—Specify which messages that you want to be sent via e-mail. Specify
Information, Warning, and/or Error. You can also specify which messages to exclude
based on the message ID. Enter the message IDs as a comma or semicolon separated list.
You can indicate ranges within the list.

You can test e-mail notification by specifying the options on the E-mail Notification
tab and clicking Test. If desired, you can send the test message to a different e-mail
address by selecting Send To and entering a comma or semicolon separated list of
addresses. Modify the message text up to 1024 characters, if necessary. Click
Send to test the e-mail notification. The results will be displayed in a message box.
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Click OK to close the message and click Close to return to the E-mail Notification
tab,

If an error occurs while sending an e-mail, a message will be generated. This
message will not trigger an e-mail. Subsequent e-mail errors will not generate
additional messages. When an e-mail is sent successfully, a message will then be
generated. If another e-mail fails, one message will again be generated. Thisis a
cyclical process where one message will be generated for each group of failed e-
mail messages, one for each group of successful e-mail messages, one for the next
group of failed messages, and so on.

If you start and then immediately stop the Double-Take service, you may not get e-
mail notifications for the log entries that occur during startup.

By default, most virus scan software blocks unknown processes from sending
traffic on port 25. You need to modify the blocking rule so that Carbonite Move e-
mail messages are not blocked.
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Carbonite Replication Console for full server and full
server to ESX jobs

After you have installed the console, you can launch it by selecting Carbonite, Replication, Carbonite
Replication Console from your Programs, All Programs, or Apps, depending on your operating
system.

The Carbonite Replication Console is used to protect and monitor your servers and jobs. Each time you
open the Carbonite Replication Console, you start at the Servers page which allows you to view, edit,
add, remove, or manage the servers in your console. You can also create a new job from this page.

.Earhonite DoubleTake Console H[=] B3
File Edit View Go Tools Help

\ﬁ Servers Eﬂ Jobs ‘ License Inventory ﬂ Cptions CARBONITE LJ

VELENG R BB ME  SE=

Server & Activity Version Licensing Status Product

<
Evaluation (Expires 7/1 DoubleTake Availability
§ 5 @ BETA 1dle 8.1.0.614.0 DoubleTake Target
-]
]
3
&
7

14l | ’
| A Server Highlights

Name: ALPHA
| Operating system: 6.1.7601

Product: DoubleTake Availability
| Version: 8.1.0.614.0

| Serial numbear: 1

1 Jobs with wamings 0 | 3 Jobs with errors O

At the bottom of the Carbonite Replication Console, you will see a status bar. At the right side, you will
find links for Jobs with warnings and Jobs with errors. This lets you see quickly, no matter which
page of the console you are on, if you have any jobs that need your attention. Select this link to go to the
Jobs page, where the appropriate Filter: Jobs with warnings or Filter: Jobs with errors will
automatically be applied.

The first time you start the console, you will see the getting started screen tips on the Servers
page. These tips walk you through the basic steps of adding a server to your console, installing
Carbonite Move on that server, and creating a job on that server. If you do not want to see the
tips, close them. If you want to reopen the tips after you have closed them, select Help, Show
Getting Started Tips.

You can manually check for Carbonite Move updates by selecting Help, Check for Updates.
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« Update available—If there is an update available, click Get Update. The dialog box will
close and your web browser will open to the Carbonite web site where you can download and
install the update.

« No update available—If you are using the most recent console software, that will be
indicated. Click Close.

« No connection available—If the console cannot contact the update server of if there is an
error, the console will report that information. The console log contains a more detailed
explanation of the error. Click Check using Browser if you want to open your browser to
check for console software updates. You will need to use your browser if your Internet access
is through a proxy server.
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Carbonite Replication Console requirements

You must meet the following requirements for the Carbonite Replication Console.

« Operating system—The Carbonite Replication Console can be run from a Windows source or

target. It can also be run from a physical or virtual machine running Windows 10, Windows 8, or
Windows 7 Service Pack 1 or later.

o Microsoft .NET Framework—Microsoft NET Framework version 4.5.1 is required.

« Screen resolution—For best results, use a 1024x768 or higher screen resolution.

The Carbonite Move installation prohibits the console from being installed on Server Core.
Because Windows 2012 allows you to switch back and forth between Server Core and a full
installation, you may have the console files available on Server Core, if you installed Carbonite
Move while running in full operating system mode. In any case, you cannot run the Carbonite
Replication Console on Server Core.
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Console options

There are several options that you can set that are specific to the Carbonite Replication Console. To
access these console options, select Options from the toolbar.

« Monitoring—This section is used to determine how the console monitors your Carbonite Move
servers.

» Monitoring interval—Specifies how often, in seconds, the console refreshes the
monitoring data. The servers will be polled at the specified interval for information to refresh
the console.

« Automatic retry—This option will have the console automatically retry server login
credentials, after the specified retry interval, if the server login credentials are not accepted.
Keep in mind the following caveats when using this option.

« This is only for server credentials, not job credentials.

« A setof credentials provided for or used by multiple servers will not be retried for the
specified retry interval on any server if it fails on any of the servers using it.

« Verify your environment's security policy when using this option. Check your policies
for failed login lock outs and resets. For example, if your policy is to reset the failed
login attempt count after 30 minutes, set this auto-retry option to the same or a
slightly larger value as the 30 minute security policy to decrease the chance of a
lockout.

« Restarting the Carbonite Replication Console will automatically initiate an immediate
login.

» Entering new credentials will initiate an immediate login using the new credentials.

« Retry on this interval—If you have enabled the automatic retry, specify the length of time,
in minutes, to retry the login.

« Server Communication—This section is used to determine how the console communicates
with your Carbonite Move servers.

« Default port for XML web services protocol—Specifies the port that the console will
use when sending and receiving data to Carbonite Move servers. By default, the portis
6325. Changes to the console port will not take effect until the console is restarted.

« Default port for legacy protocol—If you are using an older Carbonite Move version, you
will need to use the legacy protocol port. This applies to Carbonite Move versions 5.1 or
earlier.

« Diagnostics—This section assists with console troubleshooting.

« Export Diagnostic Data—This button creates a raw data file that can be used for
debugging errors in the Carbonite Replication Console. Use this button as directed by
technical support.

« View Log File—This button opens the Carbonite Replication Console log file. Use this
button as directed by technical support. You can also select View, View Console Log File
to open the Carbonite Replication Console log file.

« View Data File—This button opens the Carbonite Replication Console data file. Use this
button as directed by technical support. You can also select View, View Console Data
File to open the Carbonite Replication Console data file.

« License Inventory—This section controls if the console contains a license inventory. This
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feature may not appear in your console if your service provider has restricted access to it.

« Enable license inventory—This option allows you to use this console to manage the
Carbonite Move licenses assigned to your organization. When this option is enabled, the
License Inventory page is also enabled.

« Default Installation Options—All of the fields under the Default Installation Options section
are used by the push installation on the Install page. The values specified here will be the default
options used for the push installation.

« Activate online after install completes—Specify if you want to activate your Carbonite
Move licenses at the end of the installation. The activation requires Internet access from the
console machine or the machine you are installing to. Activation will be attempted from the
console machine first and if that fails, it wil be attempted from the machine you are installing
to. If you choose not to have the installation activate your licenses, you will have to activate
them through the console license inventory or the server's properties page.

« Location of install folders—Specify the parent directory location where the installation
files are located. The parent directory can be local on your console machine or a UNC path.

« Windows—Specify the parent directory where the Windows installation file is
located. The default location is where the Carbonite Replication Console is installed,
which is \Program Files\Carbonite\Replication. The console will automatically use
the \x64 subdirectory which is populated with the Windows installation files when you
installed the console. If you want to use a different location, you must copy the \x64
folder and its installation file to the different parent directory that you specify.

« Linux—For Linux servers, you have two choices.

« If you copied the Linux installation files from your download to your Carbonite
Replication Console installation location, you must make sure they areina
\Linux subdirectory under the parent directory you specified for Location of
install folders. Copy the Linux .deb or .rpm files from your download to the
\Linux subdirectory. Make sure you only have a single version of the Linux
installation files in that location. The push installation cannot determine which
version to install if there are multiple versions in the \Linux subdirectory.

« If you have already deployed your Linux virtual recovery appliance, specify the
UNC path to the installers share on the appliance. For example, if your
appliance is called DTAppliance, use the path
\\DTAppliance\opt\dbtk\share\installers for the Location of install folders.
The console will automatically use the installation files in the \linux subdirectory
of this share location. (This option is only available if you deployed an
appliance from an .ovafile. There are no installers available if you installed
Carbonite Move on your appliance manually.)

« Default Windows Installation Options—All of the fields under the Default Installation
Options section are used by the push installation on the Install page. The values specified here
will be the default options used for the push installation.

« Temporary folder for installation package—Specify a temporary location on the server
where you are installing Carbonite Move where the installation files will be copied and run.

« Installation folder—Specify the location where you want to install Carbonite Move on
each server. This field is not used if you are upgrading an existing version of Carbonite
Move. In that case, the existing installation folder will be used.
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« Queue folder—Specify the location where you want to store the Carbonite Move disk
queue on each server.

« Amount of system memory to use—Specify the maximum amount of memory, in MB,
that can be used for Carbonite Move processing.

o Minimum free disk space—This is the minimum amount of disk space in the specified
Queue folder that must be available at all times. This amount should be less than the
amount of physical disk space minus the disk size specified for Limit disk space for
queue.

« Do not use disk queue—This option will disable disk queuing. When system memory has
been exhausted, Carbonite Move will automatically begin the auto-disconnect process.

« Unlimited disk queue—Carbonite Move will use an unlimited amount of disk space in the
specified Queue folder for disk queuing, which will allow the queue usage to automatically
expand whenever the available disk space expands. When the available disk space has
been used, Carbonite Move will automatically begin the auto-disconnect process.

- Limit disk space for queue—This option will allow you to specify a fixed amount of disk
space, in MB, in the specified Queue folder that can be used for Carbonite Move disk
queuing. When the disk space limit is reached, Carbonite Move will automatically begin the
auto-disconnect process.

If the servers you are pushing to do not have a C drive, make sure you update the folder
fields because the Carbonite Replication Console will not validate that the fields are set to
a volume that does not exist and the installation will not start.

« Default Linux Installation Options—All of the fields under the Default Installation Options
section are used by the push installation on the Install page. The values specified here will be the
default options used for the push installation.

« Temporary folder for installation package—Specify a temporary location on the server
where you are installing Carbonite Move where the installation files will be copied and run.
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Managing servers

To manage the servers in your console, select Servers from the toolbar. The Servers page is for server
management and job creation.

« Add and remove servers—You can add servers to and remove servers from the console.

« View and edit—You can view server details and edit Carbonite Move server properties.

« Create job—You can create a protection or migration job for a selected server.

« Server organization—You can organize the servers that are in your console into groups,
allowing you to filter the servers you are viewing based on your organization.

Review the following sections to understand the information and controls available on the Servers
page.

If you have uninstalled and reinstalled Carbonite Move on a server, you may see the server
twice on the Servers page because the reinstall assigns a new unique identifier to the server.
One of the servers (the original version) will show with the red X icon. You can safely remove
that server from the console.

Left pane

You can expand or collapse the left pane by clicking on the Server Highlights heading. This pane
allows you to organize your servers into folders. The servers displayed in the top right pane will change
depending on the server group folder selected in the left pane. Every server in your console session is
displayed when the All Servers group is selected. If you have created and populated server groups
under My Servers, then only the servers in the selected group will be displayed in the right pane.

Between the main toolbar and the left pane is a smaller toolbar. These toolbar options control the server
groups in the left pane.

Create New Server Group =

Creates a new server group below the selected group

Rename Server Group “L

Allows you to rename the selected server group

Delete Server Group X

Deletes the selected server group. This will not delete the servers in the group, only the
group itself.
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Overflow Chevron .=

Displays any toolbar buttons that are hidden from view when the window size is
reduced.

Top right pane

The top pane displays high-level overview information about your servers. You can sort the data within a
column in ascending and descending order. You can also move the columns to the left or right of each
other to create your desired column order. The list below shows the columns in their default left to right
order.

Column 1 (Blank)

The first blank column indicates the machine type.

A Carbonite Move source or target server which could be a physical server, virtual
machine, or a cluster node

¥ Carbonite Move source or target server which is a Windows cluster
(o) vCenter server

sl

“w ESX server

[ carbonite Move Reporting Service server

Offline server which means the console cannot communicate with this machine.

® Any server icon with a red circle with white X overlay is an error which means the
console can communicate with the machine, but it cannot communicate with Carbonite
Move on it.

Column 2 (Blank)

The second blank column indicates the security level

Processing—The console is attempting to communicate with machine.

# Administrator access—This level grants full control.

= Monitor only access—This level grants monitoring privileges only.

= No security access—This level does not allow monitoring or control.
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Server

The name or IP address of the server. If you have specified a reserved IP address, it
will be displayed in parenthesis.

Activity
There are many different Activity messages that keep you informed of the server
activity. Most of the activity messages are informational and do not require any
administrator interaction. If you see error messages, check the server details. See
Viewing server details on page 56.

Version

The Carbonite Move product version information, if any.
Licensing Status

The status of the license, if any, on the server. If your license is expired, any jobs using
that server will be in an error state. If you have multiple licenses, the status will indicate
the license that requires the soonest action. For example, if you have a Carbonite Move
license that expires in two days and a Carbonite Availability license that must be
activated within 10 days, the status will be for the Carbonite Move license.

Product

The Carbonite Move products, if any, licensed for the server

Bottom right pane

The details displayed in the bottom pane provide additional information for the server highlighted in the
top pane. You can expand or collapse the bottom pane by clicking on the Server Highlights heading.

Name
The name or IP address of the server.
Operating system

The operating system of the server. This field will not be displayed if the console cannot
connect to Carbonite Move on the server.

Product
The Carbonite Move products, if any, licensed for the server
Version

The product version information, if any
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Serial Number

The serial number associated with the Carbonite Move license
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Toolbar

The following options are available on the main toolbar of the Servers page. Some options are only
available for a single selected server and others are available for multiple selected servers.

Create a New Job

The available job creation choices depend on the Carbonite Move licenses applied to
your server.

« Protect—If you are licensed for Carbonite Availability, use the Protect option to
create a protection job for the selected server.

« Migrate—If you are licensed for Carbonite Move or certain Carbonite Availability
licenses, use the Migrate option to create a migration job for the selected server.

Add Servers

Adds a new server. This button leaves the Servers page and opens the Add Servers
page. See Adding servers on page 53.

View Server Details '\_31

Views detailed information about a server. This button leaves the Servers page and
opens the View Server Details page. See Viewing server details on page 56.

_\%h

Edit Server Properties *

Edits the server's properties and options. This button leaves the Servers page and
opens the Edit Server Properties page. See Editing server properties on page 58.

=

Remove Server 1].

Removes the server from the console.

Provide Credentials "

Changes the login credentials that the Carbonite Replication Console use to
authenticate to a server. This button opens the Provide Credentials dialog box where
you can specify the new account information. See Providing server credentials on page
55. You will remain on the Servers page after updating the server credentials.

Manage Group Assignments -

Allows you to assign, move, and remove the selected server from specific server
groups. This buttons opens the Manage Group Assignments dialog box where you can
assign and unassign the server to specific server groups. The server will appear in
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Install LE

= I

Uninstall L=

server groups marked with a checkmark, and will not appear in groups without a
checkmark. Servers assigned to a server group will automatically appear in parent
server groups.

Installs or upgrades Carbonite Move on the selected server. This button opens the
Install page where you can specify installation options.

Uninstalls Carbonite Move on the selected server.

ixe
View Server Events J

Views Windows application event messages for a server. This option is not available
for Linux sources or appliances.

View Server Logs =

Views the Carbonite Move logs messages for a server. This button opens the Logs
window. This separate window allows you to continue working in the Carbonite
Replication Console while monitoring log messages. You can open multiple logging
windows for multiple servers. When the Carbonite Replication Console is closed, all
logging windows will automatically close.

0
Activate Online =

Refresh e

Search

Activates licenses and applies the activation keys to servers in one step. You must have
Internet access for this process. You will not be able to activate a license that has
already been activated.

Refreshes the status of the selected servers.

Allows you to search the product or server name for items in the list that match the
criteria you have entered.

Overflow Chevron

Displays any toolbar buttons that are hidden from view when the window size is
reduced.
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Right-click menu

The following options are available on the right-click menu of the Servers page. Some options are only
available for a single selected server and others are available for multiple selected servers.

Protect E

If you are licensed for Carbonite Availability, use the Protect option to create a
protection job for the selected server.

Migrate E

If you are licensed for Carbonite Move or certain Carbonite Availability licenses, use the
Migrate option to create a migration job for the selected server.

View Server Details 81

Views detailed information about a server. This button leaves the Servers page and
opens the View Server Details page. See Viewing server details on page 56.
Edit Server Properties #-"

Edits the server's properties and options. This button leaves the Servers page and
opens the Edit Server Properties page. See Editing server properties on page 58.

B

Remove Server 11.
Removes the server from the console.

".__J;,

Provide Credentials  °

Changes the login credentials that the Carbonite Replication Console use to
authenticate to a server. This button opens the Provide Credentials dialog box where
you can specify the new account information. See Providing server credentials on page
55. You will remain on the Servers page after updating the server credentials.

Manage Group Assignments St

Allows you to assign, move, and remove the selected server from specific server
groups. This buttons opens the Manage Group Assignments dialog box where you can
assign and unassign the server to specific server groups. The server will appear in
server groups marked with a checkmark, and will not appear in groups without a
checkmark. Servers assigned to a server group will automatically appear in parent
server groups.
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Install LE

Installs or upgrades Carbonite Move on the selected server. This button opens the
Install page where you can specify installation options.

Uninstall L

Uninstalls Carbonite Move on the selected server.

Copy =

Copies the information for the selected servers. You can then paste the server
information as needed. Each server is pasted on a new line, with the server information
being comma-separated.

Paste !—I_IELI

Pastes a new-line separated list of servers into the console. Your copied list of servers
must be entered on individual lines with only server names or IP addresses on each
line.

iz
View Server Events J

Views Windows event messages for a server. This option is not available for Linux
sources or appliances.

|
View Server Logs =

Views the Carbonite Move logs messages for a server. This button opens the Logs
window. This separate window allows you to continue working in the Carbonite
Replication Console while monitoring log messages. You can open multiple logging
windows for multiple servers. When the Carbonite Replication Console is closed, all
logging windows will automatically close.

0
Activate Online =

Activates licenses and applies the activation keys to servers in one step. You must have
Internet access for this process. You will not be able to activate a license that has
already been activated.

Gather Support Diagnostics E

Executes the diagnostic D TInfo utility which collects configuration data for use when
reporting problems to technical support. It gathers Carbonite Move log files; Carbonite
Move and system settings; network configuration information such as IP, WINS, and
DNS addresses; and other data which may be necessary for technical support to
troubleshoot issues. You will be prompted for a location to save the resulting file which
is created with the information gathered. Because this utility is gathering several pieces
of information, across the network to your console machine, it may take several
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minutes to complete the information gathering and sending the resulting file to the
console machine.
View Replication Service Details l@?

Views the replication service details for a server. This option is not applicable to Linux
source servers or appliances.

e

Refresh :."

Refreshes the status of the selected servers.
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Adding servers

The first time you start the console, the Servers page is empty. In order to migrate and monitor your
servers, you must insert your servers and/or appliances in the console.

Inserting servers manually

1. Select Get Started from the toolbar.
2. Select Add servers and click Next.
3. Onthe Manual Entry tab, specify the server information.

« Server—This is the name or IP address of the server or appliance to be added to the
console.

If you enter the source server's fully-qualified domain name, the Carbonite
Replication Console will resolve the entry to the server short name. If that short
name resides in two different domains, this could result in name resolution issues.
In this case, enter the IP address of the server.

If you are using a NAT environment, make sure you add your server to the
Carbonite Replication Console using the correct public or private IP address. The
name or IP address you use to add a server to the console is dependent on where
you are running the console. Specify the private IP address of any servers on the
same side of the router as the console. Specify the public IP address of any servers
on the other side of the router as the console.

« User name—~For a server, specify a user that is a member of the dtadmin or dtmon
security group on the server.

If you are using domain credentials for your Carbonite Move servers and you
change those credentials, you will continue to receive a Windows Security pop-up
in the Carbonite Replication Console, even if you enter correctly updated
credentials in the pop-up. This is an unavoidable Windows WCF communication
issue, and you must update the credentials for the Carbonite Move servers in the
Carbonite Replication Console Servers page in order to terminate the repeated

pop-ups.

« Password—Specify the password associated with the User name you entered.
« Domain—If you are working in a domain environment, specify the Domain.

« Management Service port—If you want to change the port used by the Double-Take
Management Service, disable Use default port and specify the port number you want to
use. This option is useful in a NAT environment where the console needs to be able to
communicate with the server using a specific port number. Use the public or private port
depending on where the console is running in relation to the server you are adding.

4. After you have specified the server or appliance information, click Add.
5. Repeat steps 3 and 4 for any other servers or appliances you want to add.
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6. If you need to remove servers or appliances from the list of Servers to be added, highlight a
server and click Remove. You can also remove all of them with the Remove All button.

7. When your list of Servers to be added is complete, click OK.
Importing and exporting servers from a server and group configuration file

You can share the console server and group configuration between machines that have the Carbonite
Replication Console installed. The console server configuration includes the server group configuration,
server name, server communications ports, and other internal processing information.

To export a server and group configuration file, select File, Export Servers. Specify a file name and
click Save. After the configuration file is exported, you can import it to another console.

When you are importing a console server and group configuration file from another console, you will not
lose or overwrite any servers that already exist in the console. For example, if you have server alpha in
your console and you insert a server configuration file that contains servers alpha and beta, only the
server beta will be inserted. Existing group names will not be merged, so you may see duplicate server
groups that you will have to manually update as desired.

To import a server and group configuration file, select File, Import Servers. Locate the console
configuration file saved from the other machine and click Open.
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Providing server credentials

To update the security credentials used for a specific server, select Provide Credentials from the
toolbar on the Servers page. When prompted, specify the User name, Password, and Domain of the
account you want to use for this server. Click OK to save the changes.
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Viewing server details

Highlight a server on the Servers page and click View Server Details from the toolbar. The View
Server Details page allows you to view details about that particular server. The server details vary
depending on the type of server or appliance you are viewing.

Server name

The name or IP address of the server. If you have specified a reserved IP address, it
will be displayed in parenthesis.

Operating system

Roles

Status

Activity

Connected via

Version

Access

User name

The server's operating system version

The role of this server in your Carbonite Move environment. In some cases, a server
can have more than one role.

« Engine Role—Source or target server
» Reporting Service—Reporting Service server

There are many different Status messages that keep you informed of the server
activity. Most of the status messages are informational and do not require any
administrator interaction. If you see error messages, check the rest of the server
details.

There are many different Activity messages that keep you informed of the server
activity. Most of the activity messages are informational and do not require any
administrator interaction. If you see error messages, check the rest of the server
details.

The IP address and port the server is using for communcations. You will also see the
Carbonite Move protocol being used to communicate with server. The protocol will be
XML web services protocol (for servers running Carbonite Move version 5.2 or later) or
Legacy protocol (for servers running version 5.1 or earlier).

The product version information

The security level granted to the specified user

The user account used to access the server
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Licensing

Licensing information for the server

Source jobs

A list of any jobs from this server. Double-clicking on a job in this list will automatically
open the View Job Details page.

Target jobs

A list of any jobs to this server. Double-clicking on a job in this list will automatically open
the View Job Details page.
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Editing server properties

Right-click a server on the Servers page and select Edit server properties. The Edit Server
Properties page allows you to view and edit properties for that server. Click on a heading on the Edit
Server Properties page to expand or collapse a section of properties.

« General server properties on page 59—Encryption configuration
« Server licensing on page 60—Views, adds, and removes license keys
« E-mail notification configuration on page 62—Configures e-mail notification
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General server properties

The general server properties allow you to enable or disable encryption. Use this option to encrypt your
data before it is sent from the source to the target. Both the source and target must be encryption
capable (version 8.0.0 or later), however this option only needs to be enabled on the source or target in
order to encrypt data. Keep in mind that all jobs from a source with this option enabled or to a target with
this option enabled will have the same encryption setting. Changing this option will cause jobs to auto-
reconnect and possibly remirror.

|~ General |

™ Encrypt network data
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Server licensing

Licensing identifies your Carbonite Move license keys.

The fields and buttons in the Licensing section will vary depending on your Carbonite
Replication Console configuration and the type of license keys you are using.

) Licensing |

Choose... |

Add license keys and activation keys:

Add

Current license keys:

I Product Serial Number Expiration Date
_f_\. Double-Take Availability for Windows... 7323 104122014
( 2
Femove | Copy

1/ Changes tolicensing are applied immediately.

Activation

_E This server has one or more licenses that reguire activation. To fully activate your
software you can usa the activate-online feature to complete the activation process
using your internet connaction. Alternatively using the link below, you may obtain
activation keys from our activation website and add them above to activate your
software,

Server information:

I tmax74pavasfsepfnTjukl kesebz761f7vbamwpg

LE

Get an activation key from our website Activate Onling

« Add license keys and activation keys—Your license key or activation key is a 24 character,
alpha-numeric key. You can change your license key without reinstalling, if your license changes.
To add a license key or activation key, type in the key or click Choose from inventory and select
a key from your console's license inventory. Then click Add.

The license inventory feature cannot be enabled if your service provider has restricted
accesstoit.

« Current license keys—The server's current license key information is displayed. To remove a
key, highlight it and click Remove. To copy a key, highlight it and click Copy. To replace a key,
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enter a new key and click Add. If you are replacing an unexpired key with the same version and
serial number, you should not have to reactivate it and any existing jobs will continue
uninterrupted. If you are replacing an unexpired key with a new version or new serial number or
replacing an expired key, you will have to reactivate and remirror.

« Activation—If your license key needs to be activated, you will see an additional Activation
section at the bottom of the Licensing section. To activate your key, use one of the following
procedures.

« Activate online—If you have Internet access, you can activate your license and apply the
activated license to the server in one step by selecting Activate Online.

You will not be able to activate a license that has already been activated.

- Obtain activation key online, then activate—If you have Internet access, click the
hyperlink in the Activation section to take you to the web so that you can submit your
activation information. Complete and submit the activation form, and you will receive an e-
mail with the activation key. Activate your server by entering the activation key in the Add
license keys and activations keys field and clicking Add.

« Obtain activation key offline, then activate—If you do not have Internet access, go to
https://activate.doubletake.com from another machine that has Internet access. Complete
and submit the activation form, and you will receive an e-mail with the activation key.
Activate your server by entering the activation key in the Add license keys and
activations keys field and clicking Add.

The activation key is specific to this server. It cannot be used on any other server. If the activation
key and server do not match, Carbonite Move will not run.

For Carbonite Move, license keys do not have a grace period and must be activated in
order to be used. Once the license has been activated, you will have a specific number of
days (generally 30 days) to complete your migration process, depending on your license

type.
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E-mail notification configuration

You can email Carbonite Move event messages to specific addresses using an SMTP mail server. The
subject of the e-mail will contain an optional prefix, the server name where the message was logged, the
message ID, and the severity level (information, warning, or error). The text of the event message will be
displayed in the body of the e-mail message.

) E-mail Notification |

[ Enable =-mail notifications e

E-mail server {SMTF):

| MailServear

[¥ Log on ko e-mail sarver

User name:

| administrator

Paszsword:

From address:

I admin@domain.com

Send to:

admin@domain.com, ITSupport@domain.com

Subject prefi

| DoubleTake Notification

[ Add =vent description to subjact

Include these events:
[ Infarmaticn
™ Waming
¥ Error

Exclude thess event IDs:

Enter event I0s and event ID ranges separated by commas. For example: 4000,4002,4010-4020.

Enable e-mail notification—This option enables the e-mail notification feature. Any specified
notification settings will be retained if this option is disabled.

E-mail server—Specify the name of your SMTP mail server.

Log on to e-mail server—If your SMTP server requires authentication, enable this option and
specify the User name and Password to be used for authentication. Your SMTP server must
support the LOGIN authentication method to use this feature. If your server supports a different
authentication method or does not support authentication, you may need to add the Carbonite
Move server as an authorized host for relaying e-mail messages. This option is not necessary if
you are sending exclusively to e-mail addresses that the SMTP server is responsible for.

From address—Specify the e-mail address that you want to appear in the From field of each
Carbonite Move e-mail message. The address is limited to 256 characters.
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« Send to—Specify the e-mail addresses that each Carbonite Move e-mail message should be
sent to. Enter the addresses as a comma or semicolon separated list. Each address is limited to
256 characters. You can add up to 256 e-mail addresses.

« Subject prefix and Add event description to subject—The subject of each e-mail notification
will be in the format Subject Prefix : Server Name : Message Severity : Message ID : Message
Description. The first and last components (Subject Prefix and Message Description) are optional.
The subject line is limited to 100 characters.

If desired, enter unique text for the Subject prefix which will be inserted at the front of the subject
line for each Carbonite Move e-mail message. This will help distinguish Carbonite Move
messages from other messages. This field is optional.

If desired, enable Add event description to subject to have the description of the message
appended to the end of the subject line. This field is optional.

« Includes these events—Specify which messages that you want to be sent via e-mail. Specify
Information, Warning, and/or Error. You can also specify which messages to exclude based on
the message ID. Enter the message IDs as a comma or semicolon separated list. You can
indicate ranges within the list.

When you modify your e-mail notification settings, you will receive a test e-mail
summarizing your new settings. You can also test e-mail notification by clicking Test. By
default, the test will be run from the machine where the console is running. If desired, you
can send the test message to a different e-mail address by selecting Send To and
entering a comma or semicolon separated list of addresses. Modify the Message Text up
to 1024 characters, if necessary. Click Send to test the e-mail notification. The results will
be displayed in a message box.

If an error occurs while sending an e-mail, a message will be generated. This message
will not trigger another e-mail. Subsequent e-mail errors will not generate additional
messages. When an e-mail is sent successfully, a message will then be generated. If
another e-mail fails, one message will again be generated. This is a cyclical process
where one message will be generated for each group of failed e-mail messages, one for
each group of successful e-mail messages, one for the next group of failed messages,
and so on.

If you start and then immediately stop the Double-Take service, you may not get e-mail
notifications for the log entries that occur during startup.

By default, most anti-virus software blocks unknown processes from sending traffic on
port 25. You need to modify the blocking rule so that Carbonite Move e-mail messages
are not blocked.
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Viewing server logs

You can view the engine and Management Service logs using either of these two methods.

« Onthe Servers page, highlight a server in the list and click View Server Logs from the toolbar.

« Onthe Jobs page, right-click a job and select View Logs. Select either the source server log or
the target server log.

Separate logging windows allow you to continue working in the Carbonite Replication Console while
monitoring log messages. You can open multiple logging windows for multiple servers. When the
Carbonite Replication Console is closed, all logging windows will automatically close.

@ server logs for ALPHA H=l B3
Il 43 &/ Fiter: Al o
=]
Time & I Description I Service I I;‘
/222017 2:53:54 PM [service.LocalEngineService.createReplicationset:662] INFO: Path @ fopt/dbtkfmnt/staging-... Management Service
5/22/2017 2:53:54 PM [service.LocalEngineService.createReplicationSet662] INFO: Path @ /proc/sys/fsfbinfmt Management Service
d [service.LocalEngineService. licationSet:662] INFO: Path : fvar/lib/DT/connect.sts...  Management Service
/222017 2:53:54 PM [service.LocalEngineService.createReplicationSet662] INFO: varflog/DT/*.dtl Indu._. Management Service
5/22{2017 2:53:54 PM [service.LocalEngineService.createReplicationSet662] INFO: varflog/DT/DTLog Inc.. Management Service
/222017 2:53:54 PM [service.LocalEngineService. licationSeth662] INFO: varflog/DT/DTText.log... Management Service
6222017 2:53:54 PM [service.LocalEngineService.createReplicationset662] INFO: Path @ fvar/log/DT/DTverifydo..  Management Service
5/22(2017 2:53:54 PM [service.LocalEngineService.createReplicationSet662] INFO: Path : Jopt/dbikfvar/lib/.ctmu..  Management Service
/222017 2:53:54 PM [service.LocalEngineService. licationSet:662] INFO: Path @ fopt/dbikfvar/lib/dtmu..  Management Service
/222017 2:53:56 PM Originator Attempting ip://172.31.80.13 : 1500 Double-Take
6/22{2017 2:53:56 PM Connection resumed with IP address ip:/f172.31.80.13 : 1500 Double-Take
/222017 2:53:56 PM Connected to KJ-Cent05-5-2 IP address ip://172.31.80.13 : 1500 Double-Take
/222017 2:53:56 PM Transmission manually resumed by client Double-Take
(222017 2:53:56 FM Starting replication of set LinuxFullserverFailover_3fc40ce7-da35-434d-9e62-38052b6bcde. . Double-Take
/222017 2:53:56 PM Activating replication on [ Double-Take
5/22{2017 2:53:56 PM Connection reguest from IP address 172,31.80.13 Double-Take
5/22{2017 2:53:56 PM Activating replication on /boot Double-Take
5{22/3017 2:53:56 FM Activating replication on fhome Double-Take
5/22{2017 2:53:56 PM Disabling replication on fvarflog/DT Double-Take
5/22{2017 2:53:56 PM Disabling replication on fvarfcache/DT Double-Take
/222017 2:53:56 PM Starting & connection for a Linux Full Server job. Double-Take
6(22/2017 2:53:56 PM LinuxFullServerFailover_3fc40ce7-da35-434d-9262-38052b6betes is connected to ip:ff172.. Double-Take
6/22/2017 2:53:56 PM Compression has been disabled for connection ID: (1) Double-Take
/222017 2:53:57 PM No bandwidth limit set. Double-Take
/222017 2:53:58 PM Local connection accepted, spinning up new local listen thread Double-Take
6222017 2:53:58 PM Responding to request from IP address 127.0.0.1 : 1502 using 127.0.0.1 : 1501 Double-Take
5/22{2017 2:53:58 PM User :lms: has FULL access (2) Double-Take
/222017 2:53:58 PM Telling peer IP: ip://172.31.80.13 : 1500 that conditions are OK to procesd. Double-Take
6/22{2017 2:53:58 PM Starting target for source KJ-Cent0S-6-2 ip:f/172.31.80.13 : 1500, target KJ-CentO5-6 ip:/...  Double-Take
5/22/2017 2:53:58 PM New Targst Internals created for 172,31.80.13, 172.31,187.189 Double-Take
/222017 2:53:58 PM The virtual target for source ¥J-Cent05-6-2 IP: 172,31.80,13 : 1500, target KJ-Cent05-6 1. Double-Take
6/22/2017 2:53:58 PM A Linux Full Server Backup job, connection ID 1 is connected from KJ-Cent0S-6-2(ip://172...  Double-Take
6(22/2017 2:54:21 FM Repset contains 6605667483 byte(s) to mirror Double-Take
5/22/2017 2:54:21 PM Repset requires 570582 ops to mimor Double-Take
6/22/2017 2:54:21 PM Delete Orphans Started <1 Double-Take
5§/22{2017 2:54:21 PM Mirror Started, Differences, Newer On Source, Block Checksum <1> Double-Take
5{22/2017 2:54:38 PM Source ip:f/172.31.80.13 : 1500 is mirroring. Double-Take
6/22/2017 2:54:38 PM Target data state for connection 1 from KJ-Cent05-6-2 ip://172.31.80.13 : 1500 has chang... Double-Take
§/22{2017 2:55:15 PM Connection lost with IP address ip://127. : 1501 Double-Take -
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The following table identifies the controls and the table columns in the Server logs window.

Start 4
This button starts the addition and scrolling of new messages in the window.

Pause i
This button pauses the addition and scrolling of new messages in the window. This is
only for the Server logs window. The messages are still logged to their respective files
on the server.

Copy =
This button copies the messages selected in the Server logs window to the Windows
clipboard.

Clear “£
This button clears the Server logs window. The messages are not cleared from the
respective files on the server. If you want to view all of the messages again, close and
reopen the Server logs window.

Filter
From the drop-down list, you can select to view all log messages or only those
messages from the Double-Take log or the Management Service log.

Time
This column in the table indicates the date and time when the message was logged.

Description
This column in the table displays the actual message that was logged.

Service

This column in the table indicates if the message is from the Double-Take log or the
Management Service log.
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Managing VMware servers

To manage your VMware servers, select Go, Manage VMware Servers. The Manage VMware
Server page allows you to view, add, remove, or edit credentials for your VMware servers available in
the console.

VMware Server

The name of the VMware server
Full Name

The full name of the VMware server
User Name

The user account being used to access the VMware server

Y
Add VMware Server 5

Add a new VMware server. When prompted, specify the VMware server and a user
account. If you are using a non-default port for your server, specify the server followed
by a colon and then the port number, for example, 112.47.12.7:85. If your server name
does not match the security certificate or the security certificate has expired, you will be
prompted if you want to install the untrusted security certificate.

=

Remove Server 1‘
Remove the VMware server from the console.

]

Provide Credentials 1"

Edit credentials for the selected VMware server. When prompted, specify a user
account to access the VMware server.
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Files and folders migration

Create a files and folders job when you want to migrate data. You can also use it to migrate applications,
such as Oracle or MySQL, however you will need to manually start and stop services during cutover.
This job type does not migrate a server's system state. Use the following links to access information and
steps specific to files and folder migration.

« Files and folders requirements on page 68

« Creating a files and folders job on page 71

« Protection monitoring on page 84

» Connections on page 98

e Mirroring on page 101

o Replication on page 108

« Verification on page 125

« Data transmission on page 131
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Files and folders requirements

Each Carbonite Move server must meet minimum requirements. Verify that each server meets the
requirements for the function of that machine. Additionally, the machine where you will be running the
console must also meet some basic requirements.

Source and target server requirements

« Operating system—Make sure your servers meet the operating system, kernel, and file system
requirements.

« Operating system—Red Hat Enterprise Linux, Oracle Enterprise Linux, and CentOS

Version—5.9 through 5.11

Kernel type for x86 (32-bit) architectures—Default, SMP, Xen, PAE
Kernel type for x86-64 (64-bit) architectures—Default, SMP, Xen
File system—EXxt3, Ext4, XFS

Notes—Oracle Enterprise Linux support is for the mainline kernel only, not the
Unbreakable kernel.

« Operating system—Red Hat Enterprise Linux, Oracle Enterprise Linux, and CentOS

Version—6.7 through 6.9

Kernel type for x86 (32-bit) architectures—Default
Kernel type for x86-64 (64-bit) architectures—Default
File system—EXxt3, Ext4, XFS (64-bit only)

« Operating system—Red Hat Enterprise Linux, Oracle Enterprise Linux, and CentOS

Version—7.1 through 7.3

Kernel type for x86 (32-bit) architectures—No 32-bit architectures are
supported

Kernel type for x86-64 (64-bit) architectures—Default
File system—EXxt3, Ext4, XFS

o Operating system—SUSE Linux Enterprise

Version—11.2 through 11.4

Kernel type for x86 (32-bit) architectures—Default, Xen, XenPAE, VMI
Kernel type for x86-64 (64-bit) architectures—Default, Xen

File system—EXxt3, XFS

o Operating system—SUSE Linux Enterprise

Version—12.0 through 12.2

Kernel type for x86 (32-bit) architectures—No 32-bit architectures are
supported

Kernel type for x86-64 (64-bit) architectures—Default
File system—Ext3, Ext4, XFS, Btrfs

Notes—If you are planning to convert an existing file system to Btrfs, you must
delete any existing Carbonite Move jobs and re-create them after converting to Btrfs.

Chapter 4 Files and folders migration 68



« Operating system—Ubuntu
o Version—12.04.3,12.04.4, and 12.04.5
« Kernel type for x86 (32-bit) architectures—Generic
« Kernel type for x86-64 (64-bit) architectures—Generic
o File system—Ext2, Ext3, Ext4, XFS
« Operating system—Ubuntu
o Version—14.04.3, 14.04.4, and 14.04.5
« Kernel type for x86 (32-bit) architectures—Generic
« Kernel type for x86-64 (64-bit) architectures—Generic
« File system—Ext2, Ext3, Ext4, XFS
« Operating system—Ubuntu
« Version—16.04.0, 16.04.1, and 16.04.2
« Kernel type for x86 (32-bit) architectures—Generic
« Kernel type for x86-64 (64-bit) architectures—Generic
o File system—Ext2, Ext3, Ext4, XFS

For all operating systems except Ubuntu, the kernel version must match the expected
kernel for the specified release version. For example, if /etc/redhat-release declares the
system to be a Redhat 6.6 system, the kernel that is installed must match that.

Carbonite Move does not support stacking filesystems, like eCryptFS.

You must have sshd (or the package that installs sshd), Isb, parted, /usr/sbin/dmidecode,
and /usr/bin/which on your Linux servers before you can install and use Carbonite Move.
See your operating system documentation for details on these packages and utilities.

« System Memory—The minimum system memory on each server should be 1 GB. The
recommended amount for each serveris 2 GB.

« Disk Usage—The amount of disk space required for the Carbonite Move program files is
approximately 85 MB. About 45 MB will be located on your /(root) partition, and the remainder will
be on your /usr partition. You will need to verify that you have additional disk space for Carbonite
Move queuing, logging, and so on. Additionally, on a target server, you need sufficient disk space
to store the replicated data from all connected sources, allowing additional space for growth.

o Protocols—Your servers must have TCP/IP. IPv4 is the only supported version.
o NAT support—Carbonite Move supports IP and port forwarding in NAT environments with the
following caveats.
o Only IPv4 is supported.
« Only standalone servers are supported.

« Make sure you have added your server to the Carbonite Replication Console using the
correct public or private IP address. The name or IP address you use to add a server to the
console is dependent on where you are running the console. Specify the private IP address
of any servers on the same side of the router as the console. Specify the public IP address
of any servers on the other side of the router as the console.
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« DNS failover and updates will depend on your configuration
« Only the source or target can be behind a router, not both.
« The DNS server must be routable from the target

Ports—Port 1501 is used for localhost communication. Ports 1500, 1505, 1506, 6325, and 6326
are used for component communication and must be opened on any firewall that might be in use.

IP address and subnet configuration—Because of limitations in the way the Linux kernel
handles IP address aliases, do not mix subnets on the ethO network interface. Therefore, if you
must mix subnets on a single interface, use eth1 or higher.

Name resolution—Your servers must have name resolution or DNS. The Replication Console
for Linux and interactive text client (DTCL -i) will fail if there is no DNS entryor way for a server to
resolve server names. For details on name resolution options, see your Linux documentation or
online Linux resources.

Security—Carbonite Move security is granted through membership in user groups. The groups
can be local or LDAP (Lightweight Directory Access Protocol). A user must provide a valid local
account that is a member of the Carbonite Move security groups.

SELinux policy—SELinux should be disabled on the source and target.

VMware Tools—Any VMWare guest running Carbonite Move should have the appropriate
VMWare Tools package installed.

Hard links—If you have hard links outside of the data set you are migrating, and they link to files
inside the data set you are migrating, Carbonite Move will not mirror or replicate the hard links
which could lead to differences on the target.

Console requirements

The Replication Console for Linux can be run on any of the following operating systems.

Windows 2008

Windows 2003

Windows 7

Windows Vista

Windows XP Service Pack 2 or later
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Creating a files and folders job

Creating afiles and folders job consists of two main tasks - creating a replication set (to identify the data
to protect) and connecting that replication set to a target.

You have the following options to create a files and folders job.

« Automated process—If you would like to use an automated process that walks you through
both the replication and connection tasks, you only need to complete the Connection Wizard
steps. See Establishing a data connection using the automated Connection Wizard on page 72.

« Manual process—If you want to go through the tasks manually, begin by creating a replication
set and then continue with establishing a connection. See Creating a replication set on page 74
and Establishing a connection manually using the Connection Manager on page 77.

« NAT or firewall—If your environment has a NAT or firewall configuration, you will need to begin
with creating a replication set and then follow the instructions for establishing a NAT connection.
See Creating a replication set on page 74 and Establishing a connection across a NAT or firewall
on page 81.

« Simulating a connection—If you want to simulate a connection for planning purposes, begin by
creating a replication set and then continue with establishing a simulated connection. See
Creating a replication set on page 74 and Simulating a connection on page 83.
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Establishing a data connection using the automated
Connection Wizard

The Connection Wizard guides you through the process of protecting your data. It helps you select a
source, identify the data from your source that will be included in the replication set, and select a target.

1.

~

Start the Connection Wizard to establish your connection by selecting Tools, Connection
Wizard.

If the Servers root is highlighted in the left pane of the Replication Console for Linux, the
Connection Wizard menu option will not be available. To access the menu, expand the
server tree in the left pane, and highlight a server in the tree.

The Connection Wizard opens to the Welcome screen. Review this screen and click Next to
continue.

At any time while using the Connection Wizard, click Back to return to previous screens
and review your selections.

If you highlighted a source in the Replication Console for Linux, the source will already be
selected. Ifitis not, select the Carbonite Move source. This is the server that you want to protect.

Carbonite Move will automatically attempt to log on to the selected source using
previously cached credentials. If the logon is not successful, the Logon dialog box will
appear prompting for your security identification.

Click Next to continue.

If you highlighted a target in the Replication Console for Linux, the target will already be selected.
Ifitis not, select the Carbonite Move target. This is your backup server that will protect the source.

Carbonite Move will automatically attempt to log on to the selected target using previously
cached credentials. If the logon is not successful, the Logon dialog box will appear
prompting for your security identification.

Click Next to continue.
Select Protect data and click Next to continue.
Choose to create a new replication set or use a replication set that already exists.

« Create a new replication set with this name—If you choose to create a new replication,
specify a replication set name.

« Use this replication set—If you choose to use an existing replication set, specify the
name of that replication set by selecting it from the pull-down menu.

Click Next to continue.
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10.

11.

12.
13.

If you are creating a new replication set, a tree display appears identifying the volumes and
directories available on your selected source server. Mark the check box of the volumes and/or
directories you want to protect and click Next to continue.

Select the location on the target where the data will be stored.

« Send all data to a single path on the target—This option sends all selected volumes
and directories to the same location on the target. The default location is /source_
name/replication_set_name/volume_name.

« Send all data to the same path on the target—This option sends all selected volumes
and directories to the same directories on the target.
o Custom—To select a custom path, click once in the Target Path field and modify the drive
and directory to the desired location.
Click Next to continue.
Review your selections on the summary screen. If your Connection Wizard settings are correct,
establish your connection by completing one of the two options below.
« If you do not want to set advanced options, click Finish. The Connection Wizard will close,
the connection will be established, and mirroring and replication will begin.
« Ifyouwant to set advanced options, click Advanced Options. The Connection Wizard will
close and the Carbonite Move Connection Manager will open. The Servers tab will be
completed.
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Creating a replication set

Before you can establish a connection, you must create a replication set.

1. Highlight a source in the left pane of the Replication Console and select Insert, Replication Set
from the menu bar. You can also right-click on the source name and select New, Replication
Set.

2. Arreplication seticon appears in the left pane under the source. By default, it is named New
Replication Set. Rename the newly inserted replication set with a unique name by typing over the
default name and pressing Enter. This process is similar to naming a new folder in Windows
Explorer.

3. Expand the tree under the replication set name to view the volume and directory tree for the
source.

The default number of files that are listed in the right pane of the Replication Console is
2500, but this is user configurable. A larger number of file listings allows you to see more
files in the Replication Console, but results in a slower display rate. A smaller number of
file listings displays faster, but may not show all files contained in the directory. To change
the number of files displayed, select File, Options and adjust the File Listings slider bar
to the desired number.

To hide offline files, such as those generated by snapshot applications, select File,
Options and disable Display Offline Files. Offline files and folders are denoted by the
arrow over the lower left corner of the folder or file icon.
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4. Identify the data on the source that you want to protect by selecting volumes, drives, directories,
and/or specific files.

& Double-Take Replication Console g[ﬁ][g]
File “iew Monitor Insent Tools Help
4 0sE =431l Tk
ER TJDouble-Take Servers Tl =0
[=-BA S cen00001 = =
#=9 difs (f - DTFS) cenO0001  cen00001-1

+-=3 Jdevfsdal (jboot - EXT3)
+-= difs ({MyData - DTFS)
= Data
- i@ dtfs (f - DTFS)
%M @ difs (jMyData - DTFS)
B & cen00001-1

JFar Help, press F1 =

Be sure and verify what files can be included by reviewing the Replication capabilities on
page 7.

Replication sets should only include necessary data. Including data such as temporary
files, logs, and/or locks will add unnecessary overhead and network traffic. For example, if
you are using Samba, make sure that the location of the lock file (lock dir in samba.conf) is
not a location in your Carbonite Move replication set.

5. After selecting the data for this replication set, right-click the new replication set icon and select
Save. A saved replication set icon will change from red to black.

6. If you need to select a block device for replication, right-click the replication set and select Add
Device.

7. The block devices configured for Carbonite Move replication are shown by default. Highlight the
device to include in the replication set and click OK.

If the device you want to include is not displayed, you can click Show target usable
devices to view all devices which are eligible for Carbonite Move replication. You can
select any of these devices, but you cannot use them for Carbonite Move replication until
they are configured for Carbonite Move replication.

Make sure your target has a partitioned device with sufficient space. It should be equal to
or greater than the storage of the source device.
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The partition size displayed may not match the output of the Linux df command. This is
because df shows the size of the mounted file system not the underlying partition which
may be larger. Additionally, Carbonite Move uses powers of 1024 when computing GB,

MB, and so on. The df command typically uses powers of 1000 and rounds up to the
nearest whole value.

8. Repeat steps 6 and 7 for any additional devices.
9. Right-click the updated replication set icon and select Save.
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Establishing a connection manually using the Connection
Manager

After you have created a replication set, you can establish a connection through the Connection
Manager by connecting the replication set to a target.

1. Open the Connection Manager to establish the connection.
« Highlight the replication set and select Tools, Connection Manager.
« Right-click on the replication set and select Connection Manager.

« Drag and drop the replication set onto a target. The target icon could be in the left or right
pane of the Replication Console for Linux.

2. The Connection Manager opens to the Servers tab. Depending on how you opened the
Connection Manager, some entries on the Servers tab will be completed already. For example, if
you accessed the Connection Manager by right-clicking on a replication set, the name of the
replication set will be displayed in the Connection Manager. Verify or complete the fields on the
Servers tab.

Connection Manager

Sefvers lMierring ] Orphans 1 Transmit ] Merify ] Zompression
LE_& Select Source Server, Replication Set, Target Server, and Route, Define the
-—~£‘| destination paths and connection options.
ME:". Source Server: 'EJ Replication Set:
||:enIZIIIIEIIZIl j |Data j
Bl Target Server; Rouke:
|cen00001-1 v |i0.0.0.1 1500 ]
Mappings " all To Cne o One To One
Source Path Target Path
MyData/ fMyData/
[% v Stark Mirrar on conneckion % [v Start Replication on conneckion
Cancel Help
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« Source Server—Specify the source server that contains the replication set that is going to
be transmitted to the Carbonite Move target.

« Replication Set—At least one replication set must exist on the source before establishing
a connection. Specify the replication set that will be connected to the target.

« Target Server—Specify which Carbonite Move target will maintain the copy of the
source’s replication set data. You can specify a machine name, IP address, or virtual IP
address.

« Route—This is an optional setting allowing you to specify the IP address and port on the
target the data will be transmitted through. This allows you to select a different route for
Carbonite Move traffic. For example, you can separate regular network traffic and
Carbonite Move traffic on a machine with multiple IP addresses.

« Mappings—You must specify the location on the target where the source’s replication set
data will reside. Carbonite Move offers two predefined locations as well as a custom option
that allows you to create your own path.

« All To One—This option replicates data from the source to a single volume on the
target. The pre-defined path is /source_name/replication_set_name/volume_name.
If you are replicating from multiple volumes on the source, each volume would be
replicated to the same volume on the target.

« One To One—This option replicates data from the source to the same directory
structure on the target. For example, /var/data and /usr/files on the source will be
replicated to /var/data/ and /usr/files, respectively, on the target.

« Custom Location—If the predefined options do not store the data in a location that
is appropriate for your network operations, you can specify your own custom location
where the replicated files will be sent. Click the target path and edit it, selecting the
appropriate location.

« Start Mirror on Connection—Mirroring can be initiated immediately when the
connection is established. If mirroring is not configured to start automatically, you must start
it manually after the connection is established.

Data integrity cannot be guaranteed without a mirror being performed. This option
is recommended for the initial connection.

. Start Replication on Connection—Replication can be initiated immediately when the
connection is established. If replication is not configured to start automatically, you must
start it manually after the connection is established. If you disable this option, you will need
to perform a mirror prior to beginning replication to guarantee integrity.
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3. If desired, you can configure mirror settings before establishing your connection. Select the
Mirroring tab on the Connection Manager.

Connection Manager.

Servers  Mirroring lOrphans ] Transik ] Yerify ] Campression

Mirroring is the process of making a baseline copy of selected data on the target
SEFVEL,

" Full Mirrar (Send all specified data ko the target)

" Cifference Mirror (Determined by Size or Date and Time)
=
r

* Mote: Use the Server Properties Source tab to set Checksum-all properts:,

¥ Remirrar on Auto-Reconnect
{+ Differences with Checksum
" Cifferences with no Checksum
£ Full
[v (Calculate Replication Set size on connection

* Mote: This applies to all connections Far the specified source

Cancel Help

« Full Mirror—Allfiles in the replication set will be sent from the source to the target.

« Difference Mirror—Only those files that are different based size or date and time
(depending on files or block devices) will be sent from the source to the target.

« Only send data if the source’s date is newer than the target’s date—Only
those files that are newer on the source are sent to the target.

If you are using a database application, do not use the newer option unless
you know for certain you need it. With database applications, it is critical that
all files, not just some of them that might be newer, get mirrored.

« Use checksum comparison to send minimal blocks of data—For those files
flagged as different, the mirror performs a checksum comparison and only sends
those blocks that are different.

See Stopping, starting, pausing, or resuming mirroring on page 102 for a
comparison of how the file difference mirror settings work together, as well
as how they work with the global checksum setting on the Source tab of the
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Server Properties.

« Remirror on Auto-Reconnect—In certain circumstances, for example if the disk-based
gueues on the source are exhausted, Carbonite Move will automatically disconnect
connections (called auto-disconnect) and then automatically reconnect them (called auto-
reconnect). In order to ensure data integrity on the target, Carbonite Move will perform an
automatic mirror (called an auto-remirror) after an auto-reconnect. If you enable this option,
specify the type of auto-remirror that will be performed.

« Differences with Checksum—Any file that is different on the source and target
based on date, time, and/or size is flagged as different. The mirror then performs a
checksum comparison on the flagged files and only sends those blocks that are
different.

« Differences with no Checksum—Any file that is different on the source and target
based on date, time, and/or size is sent to the target.

o Full—Allfiles are sent to the target.

Database applications may update files without changing the date, time, or
file size. Therefore, if you are using database applications, you should use
the File Differences with checksum or Full option.

« Calculate Replication Set size on connection—Determines the size of the replication
set prior to starting the mirror. The mirroring status will update the percentage complete if
the replication set size is calculated.

4. Click Connect to establish the connection.
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Establishing a connection across a NAT or firewall

If your source and target are on opposite sides of a NAT or firewall, you will need special configurations
to accommodate the complex network environment. Additionally, you must have the hardware already
in place and know how to configure the hardware ports. If you do not, see the reference manual for your
hardware.

In this environment, you must have static mapping where a single, internal IP address is always mapped
in a one-to-one correlation to a single, external IP address. Carbonite Move cannot handle dynamic
mappings where a single, internal IP address can be mapped to any one of a group of external IP
addresses managed by the router.

1. Carbonite Move uses specific ports for communication between the Carbonite Move servers and
Carbonite Move clients. In order to use Carbonite Move through a NAT or firewall, you must first
verify the current Carbonite Move port settings so that you can open the correct ports on your
hardware to allow Carbonite Move machines to communicate with each other. Using the following
table, locate and record your port settings for each of the Carbonite Move ports. The port setting
can be found in the following locations.

« Replication Console for Linux—From the Replication Console for Linux, select File,
Options, and the Configuration tab.

« Carbonite Move server—From the Replication Console for Linux, right-click on a server
in the tree in the left pane of the Replication Console for Linux, select Properties, and the
Network tab.

Replication Console for Linux Status Transmit Port

The Status Transmit Port sends and receives directed UDP
communications to display status and statistics in the Replication Console
for Linux. The default setting is 1505.

Replication Console for Linux Heartbeat Advertisement

The Heartbeat Advertisement port sends and receives broadcast UDP
communications to populate the Replication Console for Linux tree with
Carbonite Move servers. The default setting is 1500.

Carbonite Move Server Service Listen Port

The Service Listen Port sends and receives TCP communication between
Carbonite Move servers and between Carbonite Move servers and
Carbonite Move clients. The default setting is 1500.

Carbonite Move Server Heartbeat Transmit Port

The Heartbeat Advertisement port sends and receives broadcast UDP
communications to populate the Replication Console for Linux tree with
Carbonite Move servers. The default setting is 1500.

Carbonite Move Server Status Listen Port

The Status Listen Port sends directed UDP communications to display
status and statistics in the Replication Console for Linux. The default
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setting is 1505.
Carbonite Move Server Statistics Logging Port

The port used for statistics logging is not available through a client. You
must use the get and set DTCL commands to modify that port. See the
Scripting Guide for details on the commands and the StatsPort option.
The default setting is 1506.

2. You need to configure your hardware so that Carbonite Move traffic is permitted access through
the router and directed appropriately. Using the port information from the previous section,
configure your router identifying each Carbonite Move server, its IP address, and the Carbonite
Move and router ports. Also, since Carbonite Move communication occurs bidirectionally, make
sure you configure your router for both incoming and outgoing traffic for all of your Carbonite
Move servers and Carbonite Move clients.

Since there are many types of hardware on the market, each can be configured differently. See
your hardware reference manual for instructions on setting up your particular router.

3. Ifyour network is configured to propagate UDP broadcasts, your servers will be populated in the
Replication Console for Linux from across the router. If not, you have to manually insert the
servers, by selecting Insert, Server. Type the IP address of the router the server is connected to
and the port number the server is using for heartbeats.

4. Once your server is inserted in the Replication Console for Linux, you can use the Connection
Wizard or the Connection Manager to establish your connection. See Establishing a data
connection using the automated Connection Wizard on page 72 or Establishing a connection
manually using the Connection Manager on page 77.
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Simulating a connection

Carbonite Move offers a simple way for you to simulate a connection in order to generate statistics that
can be used to approximate the time and amount of bandwidth that the connection will use when actively
established. This connection uses the TDU (Throughput Diagnostics Utility), which is a built-in null (non-
existent) target to simulate a real connection. No data is actually transmitted across the network. Since
there is no true connection, this connection type helps you plan for a disaster recovery solution.

1.

6.

7.

Before and after simulating your connection, you should gather network and system information
specific to Carbonite Move operations. Use DTSetup to run DTInfo to automatically collect this
data.

Select the DTSetup option for troubleshooting, then select the option for basic diagnostics.
When you run the diagnostics, it may take several minutes for it to finish processing. When it is
complete, a .tar.gz file will be created in /var/cache/DT/. The file name will have DTInfo with the
date and time. You must have root (or uid 0 equivalent) to execute the diagnostics or to copy or
read the resulting file.

Opening the Connection Manager to establish the connection.
« Highlight the replication set and select Tools, Connection Manager.
« Right-click on the replication set and select Connection Manager.

The Connection Manager opens to the Servers tab. Depending on how you opened the
Connection Manager, some entries on the Servers tab will be completed already. For example, if
you accessed the Connection Manager by right-clicking on a replication set, the name of the
replication set will be displayed in the Connection Manager. Verify or complete the fields on the
Servers tab.

« Source Server—Specify the source server that contains the replication set that is going to
be simulated to the TDU.

« Replication Set—At least one replication set must exist on the source before establishing
a connection. Specify the replication set that will be connected to the TDU.

» Target Server—Select the Diagnostics target.

« Route—After selecting the Diagnostics target, the Route will automatically be populated
with Throughput Diagnostics Utility (TDU).

« Mappings—Mappings are not required when simulating a connection because no data is
actually transmitted to the target.

« Start Mirror on Connection—Make sure this option is selected so that your simulation
will be realistic.

« Start Replication on Connection—Make sure this option is selected so that your
simulation will be realistic.

Click Connect to establish the connection. The simulation data will be logged to the Carbonite
Move statistics file.

Repeat steps 1-3 to run the diagnostics utility after the simulation is complete.
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Protection monitoring

Most monitoring documentation is available in the Reference Guide, however there are a few ways to
monitor protection or configure monitoring that are only available through the Replication Console for
Linux.

» Monitoring a data workload on page 85

« Configuring the properties of the Carbonite Move log file on page 93

« Configuring the properties of the statistics file on page 94

o E-mailing system messages on page 95
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Monitoring a data workload

When a source is highlighted in the left pane of the Replication Console for Linux, the connections and
their statistics are displayed in the right pane. Additionally, colors and icons are used for the connections,
and the Carbonite Move servers, to help you monitor your connections.

« Connection statistics on page 85
« Connection and sever display on page 89

Connection statistics

1.

You can change the statistics that are displayed by selecting File, Options and selecting the
Statistics tab.

. The statistics displayed in the Replication Console for Linux will be listed with check boxes to the

left of each item. Mark the check box to the left of each statistic that you want to appear, and clear
the check box to the left of each statistic that you do not want to appear.

The statistics appear on the Replication Console for Linux in the order they appear on the
Statistics tab. If you want to reorder the statistics, highlight the statistic to be moved and select
the up or down arrow button, to the right of the vertical scroll bar, to move the selection up or down
in the list. Repeat this process for each statistic that needs to be moved until you reach the desired
order.

If you have made changes to the statistics list and have not yet saved them, you can go back to the
previously used settings by clicking Reset to Last. This will revert the list back to the last saved
settings.

To return the statistics list to the Carbonite Move default selection and order, click Reset to
Default.

Click OK to apply and save any changes that have been made to the order or display of the
Replication Console for Linux statistics.

Statistics marked with an asterisk (*) are not displayed, by default.

Replication Set

Replication set indicates the name of the connected replication set.

Connection ID

The connection ID is the incremental counter used to number each connection
established. This number is reset to one each time the Double-Take service is
restarted.

Target Name

The name of the target as it appears in the server tree in the left pane of the Replication
Console for Linux. If the server’'s name is not in the server tree, the IP address will be
displayed.
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Target IP

Target Data State

Target Status

The target IP is the IP address on the target machine where the mirroring and
replication data is being transmitted.

OK—The data on the target is in a good state.

Mirroring—The target is in the middle of a mirror process. The data will not be in a
good state until the mirror is complete.

Mirror Required—The data on the target is not in a good state because a remirror
is required. This may be caused by an incomplete or stopped mirror or an operation
may have been dropped on the target.

Not Ready—The Linux drivers have not yet completed loading on the target.

OK—The target machine is active and online.

Not Loaded—The target module is not loaded on the target. (For example, the
license key is invalid.)

Paused—The target machine is paused by user intervention.
Retrying—The target machine is retrying operations for the connection.

This field may not be updated until there is source/target activity.

Commit Mode *

Transmit Mode

Mirror Status

The commit mode status indicates the connection status.

Real-time—Data is being transmitted to the target machine in real-time.

Scheduled—Data is waiting to be transmitted to the target machine until one or
more transmit options have been met.

Started—Data is being transferred to the target machine.

Paused—If the transmission is real-time and the transmission has been paused, the
Transmit Mode indicates Paused.

Scheduled—If the transmission is scheduled, the Transmit Mode indicates
Scheduled.

Stopped—Datais not being transferred to the target machine.
Error—There is a transmission error.

Mirroring—If the file size of the replication set has not been calculated and the data
is being mirrored to the target machine, the Mirror Status will indicate Mirroring.

Idle—Data is not being mirrored to the target machine.
Paused—Mirroring has been paused.

Percentage Complete—If the file size of the replication set has been calculated
and the data is being mirrored to the target machine, the Mirror Status will display
the percentage of the replication set that has been sent.
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« Waiting—Mirroring is complete, but data is still being written to the target.

« Restoring—Data is being restored from the target to the source.

» Verifying—Data is being verified.

« Removing Orphans—Carbonite Move is checking for orphan files within the target

path location (files that exist on the target but not on the source). These files will be
removed.

Replication Status

« Replicating—Data is being replicated to the target machine.
« Ready—There is no data to replicate to the target machine.
« Stopped—Replication has stopped.

« Pending—If auto-remirror is enabled and you have experienced a source or target
failure and recovery, the status will change to pending while the connections are
reestablished and will update when the remirror begins. If auto-remirror is disabled
and you have experienced a source or target failure and recovery, replication will be
Pending until a remirror is performed. Without a remirror, data integrity cannot be
guaranteed.

o Out of Memory—Kernel memory has been exhausted.
Queued (Ops) *

The queued (ops) statistic indicates the total number of mirror and replication
operations that are in the source queue.

Sent (Bytes)

The sent (bytes) statistic indicates the total number of mirror and replication bytes that
have been transmitted to the target.

Sent Compressed (Bytes)

The sent compressed (bytes) statistic indicates the total number of compressed mirror
and replication bytes that have been transmitted to the target. If compression is
disabled, this statistic will be the same as sent (bytes).

Intermediate Queue (Bytes) *

The intermediate queue (bytes) indicates the total amount of memory being used by
the operations buffer queue.

Disk Queue (Bytes)

The disk queue (bytes) indicates the amount of disk being used to queue data on the
source.

Queued Replication (Bytes)

The queued replication (bytes) statistic is the total number of replication bytes that are
remaining to be transmitted from the source.

Sent Replication (Bytes)

The sent replication (bytes) statistic is the total number of replication bytes that have
been transmitted to the target.
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Sent Compressed Replication (Bytes) *

The sent compressed replication (bytes) statistic is the total number of compressed
replication bytes that have been transmitted to the target. If compression is disabled,
this statistic will be the same as sent replication (bytes).

Queued Mirror (Ops) *
The queue mirror (ops) statistic is the total number of mirror operations in the queue.
Sent Mirror (Bytes)

The sent mirror (bytes) statistic is the total number of mirror bytes that have been
transmitted to the target.

Sent Compressed Mirror (Bytes) *

The sent compressed mirror (bytes) statistic is the total number of compressed mirror
bytes that have been transmitted to the target. If compression is disabled, this statistic
will be the same as sent mirror (bytes).

Skipped Mirror (Bytes)

The skipped mirror (bytes) statistic is the total number of bytes that have been skipped
when performing a difference or checksum mirror. These bytes are skipped because
the data is not different on the source and target machines.

Remaining Mirror (Bytes)

The remaining mirror (bytes) statistic is the total number of mirror bytes that are
remaining to be sent to the target.

Queued Replication (Ops) *

The queued replication (ops) statistic is the total number of replication operations in the
queue.

Last File Touched

The last file touched identifies the last file that Carbonite Move transmitted to the target.
If you are using long file names (more than several thousand characters long) you may
want to disable the display of this statistic to improve Replication Console for Linux
response times.

Connected Since

Connected since is the date and time indicating when the current connection was
made. This field is blank, indicating that a TCP/IP socket is not present, when the
connection is waiting on transmit options or if the transmission has been stopped. This
field will maintain the date and time, indicating that a TCP/IP socket is present, when
transmission has been paused.
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Connection and sever display

You can configure when the icons and colors change to accommodate your network environment. For
example, a slow or busy network may need longer delays before updating the icons or colors.

1.

Select File, Options. On the Configuration tab, you will see Site Monitor and Connection
Monitor. The Site Monitor fields control the icons on the left pane of the Replication Console for
Linux and the icons on the right pane when a group is highlighted in the left pane. The
Connection Monitor field controls the display when a server is highlighted in the left pane.
These two separate monitoring capabilities allow for flexible monitoring.

Under Site Monitor, specify Check Status Interval to identify the number of seconds between
requests sent from the Replication Console for Linux to the servers in order to update the display.
Valid values are between 0 and 3600. The default setting is 30 seconds.

Under Site Monitor, specify Missed Status Responses to identify the number of responses
from a server that can be missed before the Replication Console for Linux considers
communications lost and updates the icons. Valid values are between 1 and 100. The default
setting is 2.

Under Connection Monitor, specify Missed Status Responses to identify the number of
responses from a server that can be missed before the Replication Console for Linux considers
communications lost and updates the icons and colors. Valid values are between 0 and 1000. The
default setting is 5.

Click OK to save the settings.

If the Site Monitor and Connection Monitor settings are different, at times, the icons
and color may not be synchronized between the left and right panes.

The following icons are displayed in the left pane.

= Anicon with yellow and blue servers indicates a server that is working properly.

Q—A red X on a server icon indicates the Replication Console for Linux cannot communicate
with that server or that is a problem with one of the server’s connections. If the connection
background is gray, it is a communication issue. If the connection also hasared X, itis a
connection issue.

%) __Ablack X on a server icon indicates the server is not running Carbonite Move.

The following icons and colors are displayed in the right pane when a server is highlighted in the
left pane.

¥ —A green checkmark on a connection indicates the connection is working properly.
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# —A red X on a connection indicates a connection error. For example, an error may be caused
by broken transmission or pending replication. To determine the exact problem, locate the
connection data item that appears in red.

White background—If the connection background is white, the Replication Console for Linux
and the source are communicating.

Gray background—If the connection background is gray, the Replication Console for Linux and
the source are no longer communicating. The connection data stops updating once
communications have stopped. Once communications have been reestablished, the connection
background will change back to white.
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Viewing the Carbonite Move log file through the Replication
Console for Linux

In addition to the statistics and status shown in the Replication Console for Linux, you can also open a
message window to view the Carbonite Move log file.
1. Open a new message window using any of the following methods.

« Right-click on the server that you want to monitor in the left pane and select New, Message
Window.

« Selectthe Message Window icon from the toolbar.
o Select Monitor, New Message Window and identify the Server that you want to monitor.
2. Repeat step 1 if you want to open multiple message windows.

= Double-Take Replication Console

File “iew Monitor Insert Tools Help
Hhesd =249 =HaE sk ¢
X[ cennnny - 1| 2
40: 289 E412/2009 7209 AM  Miror Started <1 ~
41 293 61272009 7:09 AM  Mirror Ended <13 i
42 20 BA12/2009 7:09 AM  Directories Mirored: 53
L 20 B/12/2008 7:09 M Files Mimared: 71
44: 20 6/12/2003 7:03 AM  Bytes Mirored: 243338
45 20 EA12/2009 7:09 AM  Elapsed Time: 1 zecond
4E: 20 E412/2009 7:094M  Paused Time: 0 seconds
47 20 BA12/2009 7:09 M Total number of pauses: 0
48 20 BA2/2009 7:09 AM  Throughput: 14 MB /min.
i
El ﬁ [)Du_l:le—Take Servers Replication Set 1 Connection 1D | Target Mame | Target IP | Target Status | Transm
SR LY cerooool ¢ Data 1 ffcendool-1 f{10.0... OK Startec
[+-= dtfs (f - DTFS)
+-= Jdev/sdal {/baat - EXT3)
+- = dtfz (jMyData - DTFS)
-1 [&] Data
- difs (- DTFS)
- B8 g defs (fMyData - DTFS)
- 8 cen00001-1
< | >
. Source Target /
fiFor Help, press Fl EE

The standard appearance of the message window is a white background. If your
message window has a gray background, the window is inactive. The Replication
Console for Linux may have lost communications with that server, for example, or you
may no longer be logged into that server.

The message window is limited to the most recent 1000 lines. If any data is missing an
entry in red will indicate the missing data. Regardless of the state of the message window,
all data is maintained in the Carbonite Move log on the server.

3. To control the window after it is created, use one of the following methods to access the control
methods listed in the following table.

« Right-click on the message window and select the appropriate control.
« Select the appropriate toolbar control.
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« Select Monitor, the name of the message window, and the appropriate control.

Close =
Closes the message window

Clear €|
Clears the message window

Pause/Resume Il |
Pauses and resumes the message window.
Pausing prevents new messages from being displayed in the message
window so that you are not returned to the bottom of the message window
every time a new message arrives. The messages that occur while the
window is logged are still logged to the Carbonite Move log file.
Resuming displays the messages that were held while the window was
paused and continues to display any new messages.
Pausing is automatically initiated if you scroll up in the message window.
The display of new log messages will automatically resume when you
scroll back to the bottom.

Copy B
Allows you to copy selected text

Options

This control is only available from the Monitor menu. Currently, there are
no filter options available so this option only allows you to select a different
server. In the future, this control will allow you to filter which messages to
display.

4. To change which server you are viewing messages for, select a different machine from the drop
down list on the toolbar. If necessary, the login process will be initiated.

5. To move the message window to other locations on your desktop, click and drag it to another area
or double-click it to automatically undock it from the Replication Console for Linux.
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Configuring the properties of the Carbonite Move log file

1.

5.

To modify the maximum file size and the number of Carbonite Move log files that are maintained,
access the Server Properties dialog box by right-clicking a machine name in the left pane of the
Replication Console for Linux and selecting Properties.

Select the Logging tab.

At the top of the window, Folder indicates the directory where the log files are located. The
default is the directory where the Carbonite Move program files are installed.

Modify any of the options under Messages and Alerts, if necessary.

« Maximum Length—Specify the maximum length of the log file. The default size is
1048576 bytes and is limited by the available hard drive space.

« Maximum Files—Specify the maximum number of log files that are maintained. The
default is 5 and the maximum is 999.

If you change the Maximum Length or Maximum Files, you must restart the
Double-Take service for the change to take effect.

Click OK to save the changes.
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Configuring the properties of the statistics file

1. Right-click a machine in the left pane of the Replication Console for Linux and select Properties.
2. Selectthe Logging tab.

Server Properties

General ] Lizenszing ] Setup ] MHetwark, ] Clueue ] Source ]
Target ] Databaze Logaging l E -mail M otification ]
Folder: |.-"Vﬂr.-"|Dg|.-"DT
Meszages & Alerts
M aximum Length [bytes): |'| 043576
b axirmuim Files: 5
erification -
Filename: |DT"-"erif_l,l.||:|g
b amirmum Length [byutes]: |1 048576
[v Append
Stahiztics
Filerarme: |statistic. sts
b aximum Length [bytes]: |'I 0485760
Wrike Interval [minutes): |5

Cancel Help

3. Atthe top of the tab, specify the Folder where the log files for messages, alerts, verification, and
statistics will be saved.

4. Under Statistics, specify the following information.
» Filename—The name of the statistics log file. The default file name is statistic.sts.

o Maximum Length—The maximum length of the statistics log file. The default maximum
length is 10 MB. Once this maximum has been reached, Carbonite Move begins
overwriting the oldest data in the file.

« Write Interval—The frequency in which Carbonite Move writes the statistical data to the
statistics log file. The default is every 5 minutes.

5. Selectthe Setup tab.
Verify that Log Statistics Automatically is enabled. If disabled, statistics will not be logged.
7. Click OK to save the settings.

o
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E-mailing system messages

You can e-mail system messages to specified addresses. The subject of the e-mail will contain an
optional prefix, the server name where the message was logged, the message ID, and the severity level
(information, warning, or error). The text of the message will be displayed in the body of the e-mail
message.

1. To enable e-mail notification for a server, right-click the server in the left pane of the Replication
Console and select Properties.

2. Select the E-mail Notification tab.

Server Properties

General ] Licenzing ] Setup ] Metwaorl, ] [ueue ] Source ]
Taiget | Database |  Logaing E-mail Matification

v Enable notification Test..

E -mail Settings
b ail Server [SMTF: ]SMTF‘Sewer
W Logonto SMTP server

|l zermame: |username
Password:
From Address; |suppnrt@dumain.cnm

Send Ta: | I
I T GroupEdamain. com . ;
support@domain. com

Subject Prefix; |

v 4dd event description to subject

Filter Contents
Inciude: [ Information v Waming W Emar

Exclude these Event 1D |
[example: 4000,4002-4010]

Cancel Help

3. Select Enable notification.

Any specified notification settings are retained when Enable notification is disabled.

4. Specify your e-mail settings.
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o Mail Server (SMTP)—Specify the name of your SMTP mail server.

Specifying an SMTP server is the preferred method because it provides a direct
connection between the mail server and Carbonite Move, which decreases
message latency and allows for better logging when the mail server cannot be
reached.

If you do not specify an SMTP server, Carbonite Move will attempt to use the Linux
mail command. The success will depend on how the local mail system is
configured. Carbonite Move will be able to reach any address that the mail
command can reach.

o Log on to SMTP Server—If your SMTP server requires authentication, enable Log on
to SMTP Server and specify the Username and Password to be used for authentication.
Your SMTP server must support the LOGIN authentication method to use this feature. If
your server supports a different authentication method or does not support authentication,
you may need to add the Carbonite Move server as an authorized host for relaying e-mail
messages. This option is not necessary if you are sending exclusively to e-mail addresses
that the SMTP server is responsible for.

« From Address—Specify the e-mail address that you want to appear in the From field of
each Carbonite Move e-mail message. The address is limited to 256 characters.

« Send To—Specify the e-mail address that each Carbonite Move e-mail message should
be sent to and click Add. The e-mail address will be inserted into the list of addresses. Each
address is limited to 256 characters. You can add up to 256 e-mail addresses. If you want to
remove an address from the list, highlight the address and click Remove. You can also
select multiple addresses to remove by Ctrl-clicking.

« Subject Prefix and Add event description to subject—The subject of each e-mail
notification will be in the format Subject Prefix : Server Name : Message Severity : Message
ID : Message Description. The first and last components (Subject Prefix and Message
Description) are optional. The subject line is limited to 150 characters.

If desired, enter unique text for the Subject Prefix which will be inserted at the front of the
subject line for each Carbonite Move e-mail message. This will help distinguish Carbonite
Move messages from other messages. This field is optional.

If desired, enable Add event description to subject to have the description of the
message appended to the end of the subject line. This field is optional.

« Filter Contents—Specify which messages that you want to be sent via e-mail. Specify
Information, Warning, and/or Error. You can also specify which messages to exclude
based on the message ID. Enter the message IDs as a comma or semicolon separated list.
You can indicate ranges within the list.

You can test e-mail notification by specifying the options on the E-mail Notification
tab and clicking Test. If desired, you can send the test message to a different e-mail
address by selecting Send To and entering a comma or semicolon separated list of
addresses. Modify the message text up to 1024 characters, if necessary. Click
Send to test the e-mail notification. The results will be displayed in a message box.
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Click OK to close the message and click Close to return to the E-mail Notification
tab,

If an error occurs while sending an e-mail, a message will be generated. This
message will not trigger an e-mail. Subsequent e-mail errors will not generate
additional messages. When an e-mail is sent successfully, a message will then be
generated. If another e-mail fails, one message will again be generated. Thisis a
cyclical process where one message will be generated for each group of failed e-
mail messages, one for each group of successful e-mail messages, one for the next
group of failed messages, and so on.

If you start and then immediately stop the Double-Take service, you may not get e-
mail notifications for the log entries that occur during startup.

By default, most virus scan software blocks unknown processes from sending
traffic on port 25. You need to modify the blocking rule so that Carbonite Move e-
mail messages are not blocked.
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Connections

A unique connection ID is associated with each Carbonite Move connection. The connection ID provides
a reference point for each connection. The connection ID is determined by sequential numbers starting
atone (1). Each time a connection is established, the ID counter is incremented. It is reset back to one
each time the Double-Take service is restarted. For example, if the Double-Take service was started
and the same replication set was connected to five target machines, each connection would have a
unique connection ID from 1 to 5. The connection can be in various states.

Started—The network connection exists and is available for data transmission. Replication and
mirror data are transmitted to the target as soon as possible. This is the standard state that you
will see most often.

Stopped—Carbonite Move has linked the source and target, but the network connection does
not exist. Replication and mirror data are not transmitted to the target but are held in queue on the
source.

Paused—The network connection exists and is available for data transmission, but the replication
and mirror data is being held in a queue and is not being transmitted to the target.

Scheduled—Carbonite Move has linked the source and target, but the network connection is not
established until event driven or scheduling criteria have been met.

Error—A transmission error has occurred. Possible errors include a broken physical line or a
failed target service.

You can perform the following functions to manage your connections.

Pausing and resuming target processing on page 99
Disconnecting a connection on page 100
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Pausing and resuming target processing

You can break the source/target connection without disconnecting the connection, so that you can
control the transmission of data across the network. You can do this by pausing the target. If the target is
paused, data is queued on the source until you manually resume the target. For example, you may want
to pause the target while you perform a backup of the target data, and then resume the target when the
backup is complete.

While the target is paused, the Carbonite Move source cannot queue data indefinitely. If the source
queue is filled, Carbonite Move will automatically disconnect the connections and attempt to reconnect
them.

To pause a target, right-click a target server on the left pane of the Replication Console for Linux and
select Pause Target. All active connections to that target will complete the operations already in
progress. You will see Pause Pending in the Replication Console for Linux while these operations are
completed. The status will update to Paused after the operations are completed. Any new operations
will be queued on the source until the target is resumed. When you are ready to resume the target, right-
click the target and select Resume Target.

If you have multiple connections to the same target, all connections will be paused and resumed.
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Disconnecting a connection

To disconnect a Carbonite Move connection, right-click the connection on the right pane of the
Replication Console for Linux and select Disconnect. The source and target will be disconnected.

If a connection is disconnected while large amounts of data still remain in queue, the Replication
Console for Linux may become unresponsive while the data is being flushed. The Replication
Console for Linux will respond when all of the data has been flushed from the queue.
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Mirroring

Mirroring is one of the key components of Carbonite Move. You can perform the following functions to
manage mirroring.

« Stopping, starting, pausing, or resuming mirroring on page 102

o Mirroring automatically on page 104

« Removing orphan files on page 106
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Stopping, starting, pausing, or resuming mirroring

After a connection is established, you need to be able to control the mirroring. You can start, stop, pause
and resume mirroring. Right-click the connection on the right pane of the Replication Console for Linux
and select Mirroring and the appropriate mirror control.

« Pause or Resume—\When pausing a mirror, Carbonite Move stops queuing mirror data on the
source but maintains a pointer to determine what information still needs to be mirrored to the
target. Therefore, when resuming a paused mirror, the process continues where it left off.

o Stop—When stopping a mirror, Carbonite Move stops queuing mirror data on the source and
does not maintain a pointer to determine what information still needs to be mirrored to the target.
Therefore, when starting a mirror that has been stopped, the process will mirror all of the data
contained in the replication set.

« Start—If you select to start a mirror, you will need to make the following two selections on the
Start Mirror dialog box.

« Full Mirror—Allfiles in the replication set will be sent from the source to the target.

« File differences—Only those files that are different based size or date and time will be
sent from the source to the target. Expand File difference mirror options compared below to
see how the file difference mirror settings work together, as well as how they work with the
global checksum setting on the Source tab of the Server Properties.

« Send data only if Source is newer than Target—Only those files that are newer on the
source are sent to the target.

If you are using a database application, do not use the newer option unless you
know for certain you need it. With database applications, it is critical that all files, not
just some of them that might be newer, get mirrored.

« Use block checksum—For those files flagged as different, the mirror performs a
checksum comparison and only sends those blocks that are different.

« Calculate Replication Set size prior to mirror—Determines the size of the replication set
prior to starting the mirror. The mirroring status will update the percentage complete if the
replication set size is calculated.
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File difference mirror options compared

File Differences—Any file that is different on the source and target based on the date, time,
and/or size is transmitted to the target. The mirror sends the entire file.

File Differences and Only if Source is Newer—Any file that is newer on the source than on
the target based on date and/or time is transmitted to the target. The mirror sends the entire file.

File Differences and Checksum—This option is dependent on the global checksum all option
on the Server Properties source tab.

« Checksum All disabled— Any file that is different on the source and target based on
date, time, and/or size is flagged as different. The mirror then performs a checksum
comparison on the flagged files and only sends those blocks that are different.

« Checksum All enabled—The mirror performs a checksum comparison on all files and
only sends those blocks that are different.

File Differences, Only if Source is Newer, and Checksum—Any file thatis newer on the
source than on the target based on date and/or time is flagged as different. The mirror then
performs a checksum comparison on the flagged files and only sends those blocks that are
different.
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Mirroring automatically

In certain circumstances, for example if the disk-based queues on the source are exhausted, Carbonite
Move will automatically disconnect connections (called auto-disconnect) and then automatically
reconnect them (called auto-reconnect). In order to ensure data integrity on the target, Carbonite Move
will perform an automatic mirror (called an auto-remirror) after an auto-reconnect.

Auto-remirror is a per source option. When enabled, all connections from the source will perform
an auto-remirror after an auto-reconnect. When disabled, none of the connections from the
source will perform an auto-remirror after an auto-reconnect.

1. Right-click a server in the left pane of the Replication Console for Linux and select Properties.
2. Selectthe Setup tab.

Server Properties gj

Target ] Databaze ] Loaging ] E -mail Motification ]
General ] Licensing Setup l Metwark. ] HQueue ] Source ]
Setup Optionz

v Log Statistics Automatically
[ Enable Tazk Command Frocessing

[ Enable Extended &ttibute replication/mirraring

Source Module Startup Options

v Automatically Beconnect During Source [nitialization

v Perfarm Fermirmar After &uto-Beconnect
" Differences with checksum
" Differences with no checksum

" Full

Cancel Help

3. Verify that the Perform Remirror After Auto-Reconnect check box is selected to initiate an
auto-remirror after an auto-reconnect.
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If auto-remirror is disabled and an auto-reconnect occurs, the transmission state of the
connection will remain pending after the reconnect until a mirror is started manually.

4. Specify the type of mirror that you wish to perform.

. Differences with Checksum—Any file that is different on the source and target based on
date, time, and/or size is flagged as different. The mirror then performs a checksum
comparison on the flagged files and only sends those blocks that are different.

» Differences with no Checksum—Any file that is different on the source and target based
on date, time, and/or size is sent to the target.

« Full—Allfiles are sent to the target.

Database applications may update files without changing the date, time, or file size.
Therefore, if you are using database applications, you should use the Differences
with checksum or Full option.

Stopping, starting, pausing, or resuming mirroring contains a comparison of how
the file difference remirror settings work together, as well as how they work with the
global checksum setting on the Source tab of the Server Properties.

5. Click OK to save the settings.
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Removing orphan files

An orphan file is a file that exists in the target’s copy of the replication set data, but it does not exist in the
source replication set data. An orphan file can be created when you delete a file contained in the source
replication set while there is no Carbonite Move connection. For example, if a connection was made and
a mirror was completed and then the connection was stopped and a file was deleted on the source, an
orphan file will exist on the target. Because the connection has been disconnected, the delete operation
is not replicated to the target and the file is not deleted on the target. Additionally, orphan files may also
exist if files were manually copied into or deleted from the location of the target’s copy of the replication
set data.

You can configure orphan files to be moved or deleted automatically during a mirror, verify, or restore, or
you can move or delete orphan files manually at any time. You can move or delete all orphan files on the
target or only those orphan files that are older than a specified period of time. The results of orphan
processing are maintained in the Carbonite Move log on the target, including the number of
moved/deleted orphan files, the directories, and the number of bytes.

Orphan file configuration is a per target option. All connections to the same target will have the
same orphan file configuration.

If Carbonite Move is configured to move orphan files, the Carbonite Move log file will indicate
that orphan files have been deleted even though they have actually been moved. Thisis a
reporting issue only.

If delete orphans is enabled, carefully review any replication set rules that use wildcard
definitions. If you have specified wildcards to be excluded from your replication set, files
matching those wildcards will also be excluded from orphan file processing and will not be
deleted from the target. However, if you have specified wildcards to be included in your
replication, those files that fall outside the wildcard inclusion rule will be considered orphans and
will be deleted from the target.

1. If you want to preview which files are identified as orphan files, right-click an established
connection and select Remove Orphans, Preview. Check the log file on the target for the list of
orphaned files.

2. If youwant to remove orphan files manually, right-click an established connection and select
Remove Orphans, Start.

3. Ifyouwant to stop the process after it has been started, right-click the connection and select
Remove Orphans, Stop.

4. To configure orphan files for processing during a mirror, verify, or restore, use the following
instructions.

a. Right-click the connection on the right pane of the Replication Console for Linux and select
Connection Manager.

b. Selectthe Orphans tab.
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Connection Manager

Sewers] Mirmoring  Drphans ] Transmit] Werify ] Compression

v Log Orphaned Files ta Target Lag

v Move/Delete Orphan Files

* Delete Orphaned Files

" Move Orphaned Files to following location:

* Femove Al Orphans

" Remove Drphans not modified within the fallowing time period:
= |
= =

MHate: All optionz on thiz page [except moveddelete] apply to all connections ta this target.

Canicel Help

c. Specify if you want to log the name of the orphan files to the Carbonite Move log file on the
target by marking Log Orphaned Files to Target Log.

d. By default, the orphan files feature is disabled. To enable it, mark Move/Delete Orphan
Files.

e. Specify if you want to Delete Orphaned Files or Move Orphaned Files to a different
location. If you select the move option, identify the location where these orphan files will be
located.

If you are moving or deleting orphan files, select a move location outside of the
replication set. If you select the location where the files are currently located, the
files will be deleted. If you select another location inside the replication set, the files
will be moved multiple times and then possibly deleted.

f. Specify if you want to Remove All Orphans or Remove Orphans not modified within
the following time period. If you select the time-based option, only orphans older than
the time you specify will be removed.

g. Click OK to save the settings.
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Replication

Replication is one of the key components of Carbonite Move. This section contains the following
replication topics.

« Replication capabilities on page 7—Review this list to learn what Carbonite Move supports for
replication.

« Replication sets on page 109—This section contains instructions for creating and using Carbonite
Move replication sets.

« Starting replication on page 123—Since replication is one of the key components of Carbonite
Move, this topic includes instructions for starting replication.

« Inserting tasks during replication on page 124—Y ou can insert tasks to be processed inline with
replication.
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Replication sets

A replication set defines the data on a source machine that Carbonite Move protects. Replication sets
are defined by volumes, directories, files, or wild card combinations. Creating multiple replication sets
allows you to customize sets of data that need to be protected.

When a replication set is created, a series of rules are defined that identify the volumes, directories, files,
and/or wild card combinations that will be replicated to the target. Each rule includes:

« Path—The path including volume, drive, directory, file, and/or wild card

« Include—If the specified path is to be included in the files sent to the target

« Exclude—If the specified path is not to be included in the files sent to the target

« Recursive—If the rule should automatically be applied to the subdirectories of the specified path

For example, a replication set rule might be volume\directory\* inc, rec

This specifies that all files contained in the volume\directory path are included in the replication set.
Because recursion is set, all files and subdirectories under volume\directory are also included. A
complete replication set becomes a list of replication set rules.

Replication sets offer flexibility tailoring Carbonite Move to your environment. For example, multiple
replication sets can be created and saved for a source to define a unique network configuration. There
may be three replication sets - Critical Data, User Data, and Offsite Data. Critical Data could be
configured to replicate, in real-time, to an onsite high-availability server. Offsite Data is replicated across
a WAN and, therefore, is configured to queue changes until a sufficient amount of data is changed to
justify transmission. At that point, the connection is made and stays active until all the data is transmitted.
User Datais not replicated throughout the day, but a nightly changed file mirror copies only blocks of
data that are different between the source and target server prior to a nightly tape backup operation
being run on the target server. Each of these replication sets can be automated to transmit as needed,
thus protecting your entire environment.

Keep in mind the following notes when creating and working with replication sets and connections.

« Limitations

« Replication set rules are limited in length meaning that the entire volume\directory\filename
including slashes, spaces, periods, extensions, cannot exceed 259 characters.

« Carbonite Move can mirror, replicate, verify, and restore paths up to 4094 characters.
Paths longer than 4094 characters will be skipped and logged to the Carbonite Move log file
and the Linux system log.

« Do not name replication sets or select a target location using illegal characters. lllegal
characters include the following.

o period.

« question mark ?

« forward or backward angle bracket < >
« colon:

« quotation mark"

« forward or backward slash\/

» asterisk *

« pipe or vertical bar |
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« Error checking and avoidance

Do not connect more than one replication set to the same location on a target. You could
overwrite or corrupt your data.

Replication sets contain error checking to avoid inadvertent overwrites of the replication set
rules. When replication sets are modified, a generation number is associated with the
modifications. The generation number is incremented anytime the modifications are saved,
but the save is not allowed if there is a mismatch between the generation number on the
source and the Replication Console for Linux. You will be notified that the replication set
could not be saved. This error checking safeguards the replication set data in the event that
more than one client machine is accessing the source’s replication sets.

Carbonite Move will not replicate the same data from two different replication sets on your
source. The data will only be replicated from one of the replication sets. If you need to
replicate the same data more than once, connect the same replication set to multiple
targets.

If you rename the root folder of a connected replication set, Carbonite Move interprets this
operation as a move from inside the replication set to outside the replication set. Therefore,
since all of the files under that directory have been moved outside the replication set and
are no longer a part of the replication set, those files will be deleted from the target copy of
the replication set. This, in essence, will delete all of your replicated data from the target. If
you have to rename the root directory of your replication set, make sure that the replication
set is not connected.

When creating replication sets, keep in mind that when recursive rules have the same type
(include or exclude) and have the same root path, the top level recursive rule will take
precedence over lower level non-recursive rules. For example, if you have /var/data
included recursively and /var/data/old included nonrecursively, the top level rule, /var/data/,
will take precedence and the rule /var/data/old will be discarded. If the rules are different
types (for example, /var/data is included and /var/data/old is excluded), both rules will be
applied as specified.

« Virus protection

Virus protection software on the target should not scan replicated data. If the data is
protected on the source, operations that clean, delete, or quarantine infected files will be
replicated to the target by Carbonite Move. If the replicated data on the target must be
scanned for viruses, configure the virus protection software on both the source and target
to delete or quarantine infected files to a different directory that is not in the replication set. If
the virus software denies access to the file because it is infected, Carbonite Move will
continually attempt to commit operations to that file until it is successful, and will not commit
any other data until it can write to that file.
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Creating a replication set

Before you can establish a connection, you must create a replication set.

1. Highlight a source in the left pane of the Replication Console and select Insert, Replication Set
from the menu bar. You can also right-click on the source name and select New, Replication
Set.

2. Areplication set icon appears in the left pane under the source. By default, it is named New
Replication Set. Rename the newly inserted replication set with a unique name by typing over the
default name and pressing Enter. This process is similar to naming a new folder in Windows
Explorer.

3. Expand the tree under the replication set name to view the volume and directory tree for the
source.

The default number of files that are listed in the right pane of the Replication Console is
2500, but this is user configurable. A larger number of file listings allows you to see more
files in the Replication Console, but results in a slower display rate. A smaller number of
file listings displays faster, but may not show all files contained in the directory. To change
the number of files displayed, select File, Options and adjust the File Listings slider bar
to the desired number.

To hide offline files, such as those generated by snapshot applications, select File,
Options and disable Display Offline Files. Offline files and folders are denoted by the
arrow over the lower left corner of the folder or file icon.
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4. Identify the data on the source that you want to protect by selecting volumes, drives, directories,
and/or specific files.

& Double-Take Replication Console g[ﬁ][g]
File “iew Monitor Insent Tools Help
4 0sE =431l Tk
ER TJDouble-Take Servers Tl =0
[=-BA S cen00001 = =
#=9 difs (f - DTFS) cenO0001  cen00001-1

+-=3 Jdevfsdal (jboot - EXT3)
+-= difs ({MyData - DTFS)
= Data
- i@ dtfs (f - DTFS)
%M @ difs (jMyData - DTFS)
B & cen00001-1

JFar Help, press F1 =

Be sure and verify what files can be included by reviewing the Replication capabilities on
page 7.

Replication sets should only include necessary data. Including data such as temporary
files, logs, and/or locks will add unnecessary overhead and network traffic. For example, if
you are using Samba, make sure that the location of the lock file (lock dir in samba.conf) is
not a location in your Carbonite Move replication set.

5. After selecting the data for this replication set, right-click the new replication set icon and select
Save. A saved replication set icon will change from red to black.

6. If you need to select a block device for replication, right-click the replication set and select Add
Device.

7. The block devices configured for Carbonite Move replication are shown by default. Highlight the
device to include in the replication set and click OK.

If the device you want to include is not displayed, you can click Show target usable
devices to view all devices which are eligible for Carbonite Move replication. You can
select any of these devices, but you cannot use them for Carbonite Move replication until
they are configured for Carbonite Move replication.

Make sure your target has a partitioned device with sufficient space. It should be equal to
or greater than the storage of the source device.
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The partition size displayed may not match the output of the Linux df command. This is
because df shows the size of the mounted file system not the underlying partition which
may be larger. Additionally, Carbonite Move uses powers of 1024 when computing GB,

MB, and so on. The df command typically uses powers of 1000 and rounds up to the
nearest whole value.

8. Repeat steps 6 and 7 for any additional devices.
9. Right-click the updated replication set icon and select Save.
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Creating or modifying replication rules manually

There may be times when you cannot browse for data when creating a replication set. For example, you
can create a replication set rule for a directory or file that does not exist. Since you cannot browse for the

location, you have to create replication set rule manually. At other times, the data you want to replicate
cannot be easily selected from the Replication Console for Linux. For example, you may want to select
all .db files from a specific volume or directory. This task may be easier to complete by creating the
replication set rule manually. Use the following instructions to create or modify a replication set rule

manually.

1. Ifyou do not have areplication set created, you need to create one. Highlight a source in the left
pane of the Replication Console for Linux and select Insert, Replication Set from the menu bar.
You can also right-click on the source name and select New, Replication Set. A replication set

icon appears in the left pane under the source. By default, itis named New Replication Set.

Rename the newly inserted replication set with a unique name by typing over the default name

and pressing Enter. This process is similar to naming a new folder in Windows Explorer.

2. Right-click on the replication seticon and select Properties. The Replication Set Properties

dialog box appears and lists any existing rules. The existing rules may have been entered

manually or selected by browsing the source. Each rule will display the attributes associated it.

Replication Set Properties @

Bules lsize ]

Replication Set;

Add Add Device

Data
Fath Attributes
4 Exc. Rec
AdyData Euc. Rec
AyD atashome Inc. Rec

Ok

Cancel |

Help

« Inc—Include indicates that the specified path is to be included in the files sent to the target
« Exc—Exclude indicates that the specified path is not to be included in the files

sent to the target

Chapter 4 Files and folders migration

114



« Rec—Recursion indicates the rule should automatically be applied to the subdirectories of
the specified path. If you do not select this option, the rule will not be applied to
subdirectories.

3. From the Replication Set Properties dialog box, click Add.

4. Specify a path, wild card, or specific file name. Select the Include, Exclude, and/or Recurse
sub-directories attributes to be applied to this rule and click OK.

5. If you need to select block devices for replication, click Add Device. The block devices configured
for Carbonite Move replication are shown by default. Highlight the device to include in the
replication set and click OK. If the device you want to include is not displayed, you can click Show
target usable devices to view all devices which are eligible for Carbonite Move replication. You
can select any of these devices, but you cannot use them for Carbonite Move replication until they
are configured for Carbonite Move replication.

6. If you need to edit an existing rule, highlight it and click Edit.
If you need to remove a rule, highlight it and click Remove.

8. After the replication set rules have been defined, exit the Replication Set Properties dialog box by
clicking OK. Notice the replication set icon has changed from black to red, indicating changes to
the replication set rules. If you click Cancel, your changes will not be reflected in the current
replication set.

9. Right-click the replication set icon and select Save. A saved replication set icon will change from
red to black.

~N
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Selecting a block device for replication

Carbonite Move allows you to select block devices for replication.
1. Inthe left pane, right-click the replication set that should include the block device and select Add
Device.

2. The block devices configured for Carbonite Move replication are shown by default. Highlight the
device to include in the replication set and click OK.

If the device you want to include is not displayed, you can click Show target usable
devices to view all devices which are eligible for Carbonite Move replication. You can
select any of these devices, but you cannot use them for Carbonite Move replication until
they are configured for Carbonite Move replication.

Make sure your target has a partitioned device with sufficient space. It should be equal to
or greater than the storage of the source device.

The partition size displayed may not match the output of the Linux df command. This is
because df shows the size of the mounted file system not the underlying partition which
may be larger. Additionally, Carbonite Move uses powers of 1024 when computing GB,
MB, and so on. The df command typically uses powers of 1000 and rounds up to the
nearest whole value.

3. Repeat steps 1 and 2 for any additional devices.
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Modifying a replication set

Carbonite Move allows you to make modifications to a replication set when you want to change the data
you wish to protect. This allows you to add, remove, or modify any replication set rules without having to

create a new replication set.

1. Inthe left pane, highlight the replication set you want to modify and expand the volume and
directory levels as needed.

2. Modify the items by marking or clearing the volume, drive, directory, or file check boxes. Notice the
replication set icon has changed from black to red, indicating changes to the replication set rules.

3. After updating the rules for this replication set, right-click the replication set icon and select Save.
A saved replication set icon will change from red to black.

If you save changes to a connected replication set, it is recommended that you perform a
mirror to guarantee data integrity between the source and target machines. A dialog box
will appear instructing you to disconnect and reconnect the replication set and perform a

difference mirror.
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Renaming and copying a replication set

To rename or copy a replication set, click once on a highlighted replication set name to edit the field.
Specify a unique name and press Enter. The process is similar to renaming a folder in Windows
Explorer. If the original replication set has not been saved (red icon), the new name replaces the original
name. If the original replication set is saved (black icon), the new name creates a copy of the original
replication set.

If you save changes to a connected replication set, it is recommended that you perform a mirror
to guarantee data integrity between the source and target machines. A dialog box will appear
instructing you to disconnect and reconnect the replication set and perform a difference mirror.
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Calculating replication set size

While Carbonite Move is mirroring, the right pane of the Replication Console for Linux displays statistics
to keep you informed of its progress. If the size of the replication set is determined before the mirror is
started, Carbonite Move can display the percentage of the replication set that has been mirrored in the
Mirror Status column. If the size was not calculated prior to starting the mirror, the column displays
Mirroring.

1. Right-click on the replication set icon and select Properties. The Replication Set Properties

dialog box appears.
2. Selectthe Size tab.

Replication 5et Properties

Fules Size

Replication Set;

Drata
Cortainz: 71 filez
59 directories
Total zize: 24408 KB [249.938 butez]
Last calculated: Friday, June 12, 2003 7:09 Ab
Recalculate

Dlue ta user activity, the size shown may nat reflect the current
zize of the Replication Set.

k. Cancel Help

3. Ifthe replication set size has never been determined, click Calculate. If the replication set has
previously been determined, the button will be labeled Recalculate. Depending on user activity,
the size shown may not accurately reflect the current size of the replication set. If changes are
occurring to files in the replication set while the calculation is being made, the actual size may
differ slightly. The amount of data is determined at the exact time the calculation is made.

4. Click OK to return to the Replication Console for Linux.

You can also configure the replication set calculation when establishing a connection
through the Connection Manager by selecting Calculate Replication Set size on
connection on the Mirroring tab.
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If your replication set contains a large number of files, for example, ten thousand or more,
you may want to disable the calculation of the replication set size so that data will start
being mirrored sooner. If calculation is enabled, the source calculates the file size before it
starts mirroring. This can take a significant amount of time depending on the number of
files and system performance. Disabling calculation will result in the mirror status not
showing the percentage complete or the number of bytes remaining to be mirrored.
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Exporting and importing a replication set

To help reuse replication sets between servers, you can export an existing replication set on one server
and import it on another.

« Exporting a replication set—Right-click an existing replication set and select Export. Selecta
location and file name for the replication set information, and click Save. If you want to share the
replication set information with other consoles, select a location accessible by other consoles.

« Importing a replication set—Right-click the server where you want to import the replication set
and select New, Import Replication Set. Locate the replication set information file and click
Open. By default, the new replication set will have the same name as the original replication set. If
desired, modify the name. Press Enter to accept the replication set name. By default, the new
replication set is imported in an unsaved state. An unsaved replication set icon is red. Modify the
replication set definition (include or exclude volumes or files) and then save the replication set by
right-clicking on it and selecting Save. A saved replication set icon is black.
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Deleting a replication set

You can only delete a replication set if it is not currently connected. If the replication set is connected, you
must disconnect the connection and then delete the replication set.

To delete a replication set, right-click the replication set icon and select Delete. Additionally, you can
highlight the replication set and press the Delete key on the keyboard.
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Starting replication

Starting replication when establishing a connection is the default and recommended configuration. If
replication is not started, data is not added to the queue on the source, and source/target data integrity is
not guaranteed.

To start replication, right-click the connection on the right pane of the Replication Console for Linux and
select Replication, Start. After starting replication, you should perform a remirror to guarantee the
source and target data are identical.
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Inserting tasks during replication

Task command processing is a Carbonite Move feature that allows you to insert and run tasks at various
points during the replication of data. Because the tasks are user-defined, you can achieve a wide variety
of goals with this feature. For example, you might insert a task to create a snapshot or run a backup on
the target after a certain segment of data from the source has been applied on the target. This allows
you to coordinate a point-in-time backup with real-time replication.

Task command processing can be enabled from the Replication Console for Linux, but it can only be
initiated through the scripting language. See the Scripting Guide for more information.

To enable task command processing from the Replication Console for Linux, right-click a server in the
left pane of the Replication Console for Linux, select Properties, select the Setup tab, and select
Enable Task Command Processing.

If you disable this option on a source server, you can still submit tasks to be processed on a
target, although task command processing must be enabled on the target.
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Verification

Verification is the process of confirming that the data on the target is identical to the data on the source.
Verification creates a log file detailing what was verified as well as which files are not synchronized. If the
data is not the same, Carbonite Move can automatically initiate a remirror. The remirror ensures data
integrity between the source and target.

« Verifying manually on page 126—Y ou can verify your data at any time manually.

« Verifying on a schedule on page 127—You can schedule verification tasks for periodic intervals.

« Configuring the verification log on page 129—Y ou can configure how the verification information
is logged.

Differences in files on the source and target should be expected for files and applications that
are in use during the verification process.

The verification report will not display the full attributes for hard links.
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Verifying manually

A manual verification can be run anytime a mirror is not in progress.

1.

Right-click the connection on the right pane of the Replication Console for Linux and select
Verify.

2. Select the verification options that you would like to perform.

@ Werification compares source data to the target copy.

™ ety only [writes verify report]

{+ Bermirrar data to the target automatically

v Uze Checksum comparizon to send minimal blocks of data

Start Verification

[ Only if the source's date iz newer than the target's.

Cancel

Verify only—This option verifies the data and generates a verification log, but it does not
remirror any files that are different on the source and target.

Remirror data to the target automatically—This option verifies the data, generates a
verification log, and remirrors to the target any files that are different on the source.

Only if the source’s date is newer than the target’s—If you are remirroring your files,
you can specify that only files that are newer on the source than the target be remirrored.

If you are using a database application, do not use the newer option unless you
know for certain you need it. With database applications, it is critical that all files, not
just some of them that might be newer, get mirrored.

Use Checksum comparison to send minimal blocks of data—Specify if you want the
verification process to use a block checksum comparison to determine which blocks are
different. If this option is enabled, only those blocks (not the entire files) that are different will
be identified in the log and/or remirrored to the target.

Database applications may update files without changing the date, time, or file size.
Therefore, if you are using database applications, you should use the block
checksum comparison to ensure proper verification and remirroring.

3. Click OK to start the verification.
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Verifying on a schedule

Verification can be scheduled to occur automatically at periodic intervals.
1. Right-click the connection on the right pane of the Replication Console for Linux and select
Connection Manager.
2. Selectthe Verify tab.

Connection Manager .

SErvers] Mirru:uring] Drphans] Tranzmit “erify lEDmpressinn]

@ Yerification compares the specified zource data to the target copy at the specified
intervals.

Clear

Iritial Werfication Start
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| 177 /2011 ~| |e:00eM = Moy

v Reverfication [ntersal:
1 = [pas [

Iv Fiemirror data to the target automatically

v Only send data if zource's date is newer than the target's date,

lv Use Checksum to zend minimal blocks of data.

Cancel Help

3. Specify when you want to start the initial verification. Select the immediate date and time by
clicking Now, or enter a specific Date and Time. The down arrow next to Date displays a
calendar allowing easy selection of any date. Time is formatted for any AM or PM time.

4. Mark the Reverification Interval check box to repeat the verification process at the specified
interval. Specify an amount of time and choose minutes, hours, or days.

5. Selectif you want to Remirror data to the target automatically. When enabled, Carbonite
Move will verify the data, generate a verification log, and remirror to the target any files that are
different on the source. If disabled, Carbonite Move will verify the data and generate a verification
log, but no files will be remirrored to the target.

6. If you are remirroring your files, you can specify Only send data if source’s date is newer than
the target’s date so that only files that are newer on the source than on the target are remirrored.
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If you are using a database application, do not use the newer option unless you know for
certain you need it. With database applications, it is critical that all files, not just some of
them that might be newer, get mirrored.

7. Specify if you want the verification process to Use Checksum to send minimal blocks of data
to determine which blocks are different. If this option is enabled, only those blocks (not the entire
files) that are different will be identified in the log and/or remirrored to the target.

Database applications may update files without changing the date, time, or file size.
Therefore, if you are using database applications, you should use the block checksum
comparison to ensure proper verification and remirroring.

8. Click OK to save the settings.

" When you schedule a verification process, it may run a verification report when you save
the scheduled verification settings. The scheduled verification will still process as

expected.
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Configuring the verification log

A verification log is created on the source during the verification process. The log identifies what is
verified as well as which files are not synchronized.

1. Right-click the source server on the left pane of the Replication Console for Linux and select
Properties.

2. Selectthe Logging tab.

Server Properties

eneral ] Lizenzing ] Setup ] Metwark, ] [lueue ] Source ]
Target ] Databaze Logaing l E -mail M atification ]
Folder: \Pvardlog/DT
hMezzages & Alertz
M aximum Length [bytes]: |1 048576
b awirnum Files: |5
erification -
Filenarne: |DTR-"erif_l,l.Iu:|g
b asirnum Length [bytez); |1 048576
v Append
Statiztics
Filename: |3tatistic.sts
b axirurm Length [bytes]: |1 0485760
Wfrike [nterval [minukes]; |5

Cancel Help

3. Atthe top of the window, Folder identifies the location where the log files identified on this tab are

stored. By default, the log files are stored in the same directory as the Carbonite Move program
files.

4. Under the Verification section, Filename contains the base log file name for the verification
process. The replication set name will be prepended to the base log file name. For example, since
the default is DTVerify.log, the verification log for the replication set called UserData would be
UserData DT Verify.log.

5. Specify the Maximum Length of the log file. The default is 1048576 bytes (1 MB). When the log
file reaches this limit, no additional data will be logged.
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6. By default, the log is appended to itself each time a verification process is completed. Clear the
Append check box if you do not want to append to the previous log file.

Changes made to the verification log in the Server Properties, Logging tab will apply to
all connections from the current source machine.

7. Specify the Language of the log file. Currently, English is the only available language.
8. Click OK to save the settings.

In the log file, each verification process is delineated by beginning and end markers. A list of files that are
different on the source and target is provided as well cumulative totals for the verification process. The
information provided for each file is the state of its synchronization between the source and the target at
the time the file is verified. If the remirror option is selected so that files that are different are remirrored,
the data in the verify log reflects the state of the file before it is remirrored, and does not report the state
of the file after it is remirrored. If afile is reported as different, review the output for the file to determine

what is different.
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Data transmission

Carbonite Move data is continuously transmitted to the target machine. Although the data may be
queued if the network or target machine is slow, the default transmission setting is to transmit the data as
soon as possible. You can modify the transmission to suit your environment.

Stopping, starting, pausing, and resuming transmission on page 132—You can maintain the
source/target connection, but still control the transmission of data across the network by using the
manual transmission controls. If transmission is paused, the data is queued on the source until
you manually restart the transmission.

Scheduling data transmission on page 132—Y ou can set event driven or scheduling criteria to
determine when data is transmitted. Data is queued on the source until the event or schedule is
met. Also, transmission can be stopped by using these criteria. Scheduled transmission options
can be toggled on and off, allowing you to enable them only when you need to use them.

Limiting transmission bandwidth on page 137—Y ou can specify bandwidth limitations to restrict
the amount of network bandwidth used for Carbonite Move data transmissions. Data is queued
on the source until bandwidth is available. Bandwidth limitations can be full-time or scheduled.

Compressing data for transmission on page 139—Y ou can compress data to reduce the amount
of bandwidth needed to transmit Carbonite Move data.
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Stopping, starting, pausing, and resuming transmission

To start, pause, or resume the transmission of data from the source to the target, right-click an
established connection and select Transmit and the appropriate transmission control.

Scheduling data transmission

Using the Connection Manager Transmit tab, you can set start and stop criteria along with a schedule
window.

Carbonite Move checks the schedule once every second, and if a user-defined criteria is met,
transmission will start or stop, depending on the option specified.

Any replication sets from a source connected to the same IP address on a target will share the
same scheduled transmission configuration.

1.

Right-click the connection on the right pane of the Replication Console for Linux and select
Connection Manager.

Select the Transmit tab. The Transmit tab contains four limit types: Bandwidth, Start, Stop,
and Window. The transmission options for each limit type are displayed by highlighting a
selection in the Limit Type box.

At the top of the Transmit tab dialog box, the Enable Transmission Limiting check box allows
you to turn the transmission options on or off. You can enable the transmission options by marking
the Enable Transmission Limiting check box when you want the options to be applied, but you
can disable the transmission options, without losing the settings, by clearing that check box.

Also at the top of the Transmit tab dialog box, the Clear All button, when selected, will remove all
transmission limitations that have been set under any of the limit types. The Clear button will clear
the settings only for the Limit Type selected.

When you schedule transmission start criteria, transmission will start when the criteria is met and
will continue until the queue is empty or a transmission stop criteria is met. Select the Start
option in the Limit Type box.

Define the start options for Carbonite Move transmission by using any combination of the
following options.
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« Transmission session start—This option establishes a date and time of the day to begin
transmitting data. For example, you may want to specify a transmission time that
corresponds to a low bandwidth usage time. Once started, Carbonite Move will continue to
transmit data until the queue is empty or until another limitation stops the transmission.
Specify a Date and Time to start transmitting data. The down arrow next to the date field
displays a calendar allowing easy selection of any date. The time field is formatted for any
AM or PM time.

« Session Interval—This option begins transmitting Carbonite Move data at specified
intervals of time. This option is used in conjunction with Transmission session start. For
example, if the Session Interval is set to repeat transmission every 30 minutes and the
Transmission session start is set to begin transmitting at 10 p.m., if the queue is emptied
at 10:20 the transmission will stop. The start criteria is again met at 10:30 and Carbonite
Move will begin transmitting any new data in the queue. Specify an interval for additional
transmissions by indicating a length of time and choosing minutes, hours, or days.

« Queue Threshold (percentage)—If the allocated amount of queue disk space is in use,
Carbonite Move cannot continue to queue data causing an auto-disconnect and the
potential for loss of data. To avoid using the entire queue, you can configure Carbonite
Move to begin transmitting data to the target when the queue reaches a certain percentage.
For example, if you specify 40%, when 40% of the queue is in use, Carbonite Move initiates
the transmission process and sends the data in the queue to the target machine. The
transmission stops when the queue is empty or a Carbonite Move stop transmission criteria
is met. Specify a percentage of the disk queue and system memory that must be in use to
initiate the transmission process.
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A Transmission Session Start setting will override any other start criteria. For
example, if you set the Transmission Session Start and the Queue Threshold,
transmission will not start until you reach the indicated start time.

« Queue Threshold (bytes)—This feature is not currently functional.

4. Schedule any desired stop criteria to stop transmission after a transmission start criteria has
initiated the transmission. If you do not establish a stop criteria, transmission will end when the
queue is empty. Select the Stop option in the Limit Type box.

Define the stop options to stop Carbonite Move transmissions by using either or both of the
following options.

Connection Manager
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Cancel Help

» Time Limit—The time limit specifies the maximum length of time for each transmission
period. Any data that is not sent during the specified time limit remains on the source queue.
When used in conjunction with the session interval start option, you can explicitly define
how often data is transmitted and how long each transmission lasts. Specify the maximum

length of time that Carbonite Move can continue transmitting by indicating a length of time
and choosing minutes, hours, or days.

« Byte Limit—The byte limit specifies the maximum number of bytes that can be sent before
ending the transmission session. When the byte limit is met, Carbonite Move will
automatically stop transmitting data to the target. Any data that still remains waits in the
source queue until the transmission is restarted. When used in conjunction with a session
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start option, you can explicitly define how much data is being sent at a given time. Specify
the maximum number of bytes that can be sent before ending the Carbonite Move
transmission.

The transmission start and stop criteria should be used in conjunction with each
other. For example, if you set the Queue Threshold equal to 10 MB and the Byte
Limit equal to 10 MB, a network connection will be established when there is 10
MB of data in the queue. The data will be transmitted and when the 10 MB Byte
Limit is reached, the network connection closes. This is useful in configurations
where metered charges are based on connection time.

5. Schedule a transmission window to establish a period of availability for all Carbonite Move
transmissions. You can specify a begin and end time for all Carbonite Move transmissions. When
a transmission window is in effect, all other start and stop criteria are bound by this window. This
means that Carbonite Move will never transmit data outside of an established window, regardless
of other transmission settings. For example, if you set a window of availability from 9 p.m. to 4 a.m.
and a start option to initiate transmission at 5 a.m., the window option will override the start option
and no data will be sent at 5 a.m. Select the Window option in the Limit Type box.

Setting a transmission window by itself is not sufficient to start a transmission. You still
need to set a start criteria within the window.

Define a window to control Carbonite Move transmissions by enabling the feature and then
specifying both window options.
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« Enable Transmission Window—This option specifies whether a transmission window is
in use.

« Open window time—Specifies the time, formatted for AM or PM, when the transmission
window will open, allowing transmission to begin.

« Close window time—Specifies the time, formatted for AM or PM, when the transmission
window will close, stopping all transmission.

6. Click OK to save the settings.

When you schedule start criteria for transmission, you may see the transmission status in an
error state at the scheduled start. The transmission will still continue as expected.
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Limiting transmission bandwidth

Using the Connection Manager Transmit tab, you can set start and stop criteria along with a schedule
window.

Carbonite Move checks the schedule once every second, and if a user-defined criteria is met,
transmission will start or stop, depending on the option specified.

Any replication sets from a source connected to the same IP address on a target will share the
same scheduled transmission configuration.

1.

Right-click the connection on the right pane of the Replication Console for Linux and select
Connection Manager.

Select the Transmit tab. The Transmit tab contains four limit types: Bandwidth, Start, Stop,
and Window. The transmission options for each limit type are displayed by highlighting a
selection in the Limit Type box.

At the top of the Transmit tab dialog box, the Enable Transmission Limiting check box allows
you to turn the transmission options on or off. You can enable the transmission options by marking
the Enable Transmission Limiting check box when you want the options to be applied, but you
can disable the transmission options, without losing the settings, by clearing that check box.

Also at the top of the Transmit tab dialog box, the Clear All button, when selected, will remove all
transmission limitations that have been set under any of the limit types. The Clear button will clear
the settings only for the Limit Type selected.

Select the Bandwidth option in the Limit Type box. Mark the Limit Bandwidth check box to
enable the bandwidth limiting features. Define the bandwidth available for Carbonite Move
transmission by using either of the following options.
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« Percentage—Specify the percentage of bandwidth to be used for Carbonite Move
transmissions and the total bandwidth capacity that is available.

« Transfer Rate—Specify the number of kilobits to send every second.

The only value that is persistently stored is the number of kilobits per second. When
the page is refreshed, the percentage and available bandwidth capacity may not be
the same value that you entered. Carbonite Move changes these values to the
maximum values for the smallest possible link.

4. Click OK to save the settings.
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Compressing data for transmission

To help reduce the amount of bandwidth needed to transmit Carbonite Move data, compression allows
you to compress data prior to transmitting it across the network. In a WAN environment this provides
optimal use of your network resources. If compression is enabled, the data is compressed before it is
transmitted from the source. When the target receives the compressed data, it decompresses it and
then writes it to disk. On a default Carbonite Move installation, compression is disabled.

Any replication sets from a source connected to the same IP address on a target will share the
same compression configuration.

Keep in mind that the process of compressing data impacts processor usage on the source. If you notice
an impact on performance while compression is enabled in your environment, either adjust to a lower
level of compression, or leave compression disabled. Use the following guidelines to determine whether
you should enable compression:

« Ifdatais being queued on the source at any time, consider enabling compression.

« Ifthe server CPU utilization is averaging over 85%, be cautious about enabling compression.

« The higher the level of compression, the higher the CPU utilization will be.

« Do not enable compression if most of the data is inherently compressed. Many image (.jpg, .gif)
and media (.wmv, .mp3, .mpg) files, for example, are already compressed. Some images files,
such as .bmp and .tif, are uncompressed, so enabling compression would be beneficial for those

types.
« Compression may improve performance even in high-bandwidth environments.

« Do not enable compression in conjunction with a WAN Accelerator. Use one or the other to
compress Carbonite Move data.

Use the following instructions for setting compression.

1. Right-click the connection on the right pane of the Replication Console for Linux and select
Connection Manager.

2. Selectthe Compression tab.
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3. By default, compression is disabled. To enable it, select Enable Compression.

4. Depending on the compression algorithms available for your operating system, you may see a
slider bar indicating different compression levels. Set the level from minimum to maximum
compression to suit your needs.

5. Click OK to save the settings.
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Cutover

When your connection has completed mirroring, replication will keep the target synchronized with the
source until you are ready for cutover. When you are ready to cutover, disconnect the connection. See
Disconnecting a connection on page 100 for details.

If you need to update DNS after cutover, there is a sample DNS update script located in
letc/DT/sysprep.d. You may need to modify the script for your environment. If you need basic
assistance with script modifications, contact technical support. Assistance with advanced
scripting will be referred to Professional Services.
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Full server migration

Create a full server migration job when you want to migrate the entire source, including the server's
system state and applications.

« Full server migration requirements on page 143—Full server migration includes specific
requirements for this type of migration.

« Creating a full server migration job on page 149—T his section includes step-by-step instructions
for creating a full server migration job.

« Managing and controlling full server migration jobs on page 160—Y ou can view status information
about your full server migration job.

« Cutting over full server migration jobs on page 176—Use this section when you are ready to
cutover from your source to your target, which will become your new source.
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Full server migration requirements

Use these requirements for Linux full server migration. Keep in mind that a target server may meet these
requirements but may not be suitable to stand-in for a source after cutover. See Target compatibility on
page 147 for additional information regarding an appropriate target server for your particular source.

« Operating system—The source and target can be a physical or virtual server running any of the
following operating systems.

« Operating system—Red Hat Enterprise Linux, Oracle Enterprise Linux, and CentOS

Version—5.9 through 5.11

Kernel type for x86 (32-bit) architectures—Default, SMP, Xen, PAE
Kernel type for x86-64 (64-bit) architectures—Default, SMP, Xen
File system—Ext3, Ext4, XFS

Notes—Oracle Enterprise Linux support is for the mainline kernel only, not the
Unbreakable kernel.

« Operating system—Red Hat Enterprise Linux, Oracle Enterprise Linux, and CentOS

Version—6.7 through 6.9

Kernel type for x86 (32-bit) architectures—Default
Kernel type for x86-64 (64-bit) architectures—Default
File system—EXxt3, Ext4, XFS (64-bit only)

« Operating system—Red Hat Enterprise Linux, Oracle Enterprise Linux, and CentOS

Version—7.1 through 7.3

Kernel type for x86 (32-bit) architectures—No 32-bit architectures are
supported

Kernel type for x86-64 (64-bit) architectures—Default
File system—EXxt3, Ext4, XFS

« Operating system—SUSE Linux Enterprise

Version—11.2 through 11.4

Kernel type for x86 (32-bit) architectures—Default, Xen, XenPAE, VMI
Kernel type for x86-64 (64-bit) architectures—Default, Xen

File system—EXxt3, XFS

» Operating system—SUSE Linux Enterprise

Version—12.0 through 12.2

Kernel type for x86 (32-bit) architectures—No 32-bit architectures are
supported

Kernel type for x86-64 (64-bit) architectures—Default

File system—EXxt3, Ext4, XFS, Btrfs

Notes—If you are planning to convert an existing file system to Btrfs, you must
delete any existing Carbonite Move jobs and re-create them after converting to Btrfs.

Also Btrfs cannot be failed over together with ext4. Btrfs and ext4 can be combined
with other file systems but not with each other.
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o Operating system—Ubuntu
o Version—12.04.3,12.04.4, and 12.04.5
« Kernel type for x86 (32-bit) architectures—Generic
« Kernel type for x86-64 (64-bit) architectures—Generic
« File system—Ext2, Ext3, Ext4, XFS
o Operating system—Ubuntu
o Version—14.04.3,14.04.4, and 14.04.5
« Kernel type for x86 (32-bit) architectures—Generic
« Kernel type for x86-64 (64-bit) architectures—Generic
o File system—Ext2, Ext3, Ext4, XFS
« Operating system—Ubuntu
o Version—16.04.0, 16.04.1, and 16.04.2
« Kernel type for x86 (32-bit) architectures—Generic
« Kernel type for x86-64 (64-bit) architectures—Generic
« File system—Ext2, Ext3, Ext4, XFS

For all operating systems except Ubuntu, the kernel version must match the expected
kernel for the specified release version. For example, if /etc/redhat-release declares the
system to be a Redhat 6.6 system, the kernel that is installed must match that.

Carbonite Move does not support stacking filesystems, like eCryptFS.

« Packages and services—Each Linux server must have the following packages and services
installed before you can install and use Carbonite Move. See your operating system
documentation for details on these packages and utilities.

« sshd (or the package that installs sshd)
« parted

« /usr/bin/which

« /usr/sbin/dmidecode

« Jusr/bin/scp (only if you will be performing push installations from the Carbonite Replication
Console to your Linux servers)

« /lib/Isb/init-functions (only if you are installing on Red Hat, Oracle Enterprise Linux,
CentOS, or SUSE)

« Google Cloud Platform—If your target is hosted in Google Cloud, the target must have Internet
access.

o System memory—The minimum system memory on each serveris 1 GB.

« Disk space for program files—This is the amount of disk space needed for the Carbonite Move
program files. This is approximately 400 MB on each Linux server.

Make sure you have additional disk space for Carbonite Move queuing, logging, and so
on.
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« Server name—Carbonite Move includes Unicode file system support, but your server name
must still be in ASCII format. If you have the need to use a server's fully-qualified domain name,
your server cannot start with a numeric character because that will be interpreted as an IP
address. Additionally, all Carbonite Move servers must have a unique server name.

« Protocols and networking—Your servers must meet the following protocol and networking
requirements.

o Your servers must have TCP/IP with static IP addressing.
« IPv4 isthe only supported version.

« If you are using Carbonite Move over a WAN and do not have DNS name resolution, you
will need to add the host names to the local hosts file on each server running Carbonite
Move.

o NAT support—Carbonite Move supports IP and port forwarding in NAT environments with the
following caveats.

o Only IPv4 is supported.
« Only standalone servers are supported.

« Make sure you have added your server to the Carbonite Replication Console using the
correct public or private IP address. The name or IP address you use to add a server to the
console is dependent on where you are running the console. Specify the private IP address
of any servers on the same side of the router as the console. Specify the public IP address
of any servers on the other side of the router as the console.

« DNS failover and updates will depend on your configuration
« Only the source or target can be behind a router, not both.
« The DNS server must be routable from the target

« Name resolution—Your servers must have name resolution or DNS. The Carbonite Replication
Console must be able to resolve the target, and the target must be able to resolve all source
servers. For details on name resolution options, see your Linux documentation or online Linux
resources.

» Ports—Port 1501 is used for localhost communication between the engine and management
service and should be opened inbound and outbound for both TCP and UDP in iptables. Ports
1500, 1505, 1506, 6325, and 6326 are used for component communication and must be opened
inbound and outbound for both TCP and UDP on any firewall that might be in use.

« Security—Carbonite Move security is granted through membership in user groups. The groups
can be local or LDAP (Lightweight Directory Access Protocol). A user must provide a valid local
account that is a member of the Carbonite Move security groups.

« SELinux policy—SELinux should be disabled on the source and target.

« UEFI, trusted boot, secure boot—UEFI (Unified Extensible Firmware Interface) is supported
on the source and target, however, trusted boot (tboot), secure boot, or other volume blocking
mechanisms are not supported on the source and target.

If you are using SUSE Linux Enterprise version 11.4, you cannot mix UEFI and BIOS.
With this version, the source and target must be the same.
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« Mount option—The mount option noexec is not supported on the /tmp filesystem.
« Kernel—Paravirtualized kernels are not supported on the source and target.

« VMware Tools—Any VMWare guest running Carbonite Move should have the appropriate
VMWare Tools package installed.

« Snapshots—Carbonite Move snapshots are not supported with migration jobs.

« Supported configurations—The following table identifies the supported configurations for a full
server migration job.

Server Description Supported Not
Configuration P PP Supported
You can migrate a single source to a single
One toone target. The target has no production activity. The X
active/standby | source is the only server actively replicating
data.
You cannot migrate a single source to a single
One toone target where each server acts as both a source X
active/active and target actively replicating data to each other.
Many to one You cannot migrate many source servers to one X
target server.
One to many You cannot migrate a single source to multiple X
target servers.
You cannot migrate a single source to a single
. target, where the target then acts as a source,
Chained : o X
sending the same data from the original source
to afinal target server.
Single server You cannot migrate a single source to itself. X
Standaloneto | Your servers can be in a standalone to X
standalone standalone configuration.
Standaloneto | Your servers cannot be in a standalone to X
cluster cluster configuration.
Cluster to Your servers cannot be in a cluster to X
standalone standalone configuration.
Cluster to Your servers cannot be in a cluster to cluster X
cluster configuration.
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Target compatibility

Operating system version—The source and target must have the same distribution and major
version. For example, you cannot have a Red Hat version 5.8 source failing over to a Red Hat
version 6.4 target. The two servers do not have to have the same minor version. For example, you
can failover Red Hat version 6.4 to Red Hat version 6.5.

Source and target preparation—Make sure your source and target servers are prepared for
mirroring, replication, and cutover by following these guidelines.

« Uninstall any applications or operating system features that are not needed from both your
source and target. Ideally, your target should be as clean and simple a configuration as
possible.

« Install on the source any drivers that are required on the target after failover. For example,
you need to install on the source any NIC drivers that will be required on the target after
failover.

« Resolve any maintenance updates on the source that may require the server to be
rebooted before cutover.

« Do not cutover if the target is waiting on a reboot after applying maintenance. If cutover
occurs before the required reboot, the target may not operate properly or it may not boot.

Architecture—The source and the target must have the same architecture. For example, you
cannot cutover a 32-bit server to a 64-bit server.

Processors—There are no limits on the number or speed of the processors, but the source and
the target should have at least the same number of processors. If the target has fewer processors
or slower speeds than the source, there will be performance impacts for the users after cutover.

Memory—The target memory should be within 25% (plus or minus) of the source. If the target
has much less memory than the source, there will be performance impacts for the users after
cutover.

Network adapters—You must map at least one NIC from the source to one NIC on the target. If
you have NICs on the source that are not being used, it is best to disable them. If the source has
more NICs than the target, some of the source NICs will not be mapped to the target. Therefore,
the IP addresses associated with those NICs will not be available after cutover. If there are more
NICs on the target than the source, the additional NICs will still be available after cutover and will
retain their pre-cutover network settings.

File system format—The source and the target must have the file system format on each
server. For example, if you have Ext3 on the source, you cannot have XFS on the target. In that
case, the target must also be Ext3.

Volumes—There are no limits to the number of volumes you can migrate on the source, although
you are bound by operating system limits.

For each non-system volume you are migrating on the source, the target must have a matching
volume. For example, if you are migrating /data and /home on the source, the target must also
have /data and /home. Additional target volumes are preserved and available after cutover with all
data still accessible.

The system volumes / and /boot do not have this matching volume limitation. If you have / and
/boot on different volumes on the source, they can exist on a single volume on the target. If you
have / and /boot on the same volume on the source, they can exist on different volumes on the
target.

Chapter 5 Full server migration 147



« Disk space—The target must have enough space to store the data from the source. This amount
of disk space will depend on the applications and data files you are migrating. The more data you
are migrating, the more disk space you will need. The target must also have enough space to
store, process, and apply the source's system state data.

A copy of the source data and system state will be staged on the target in a /dtstaging location for
each mount point. For example, / will be staged in /dtstaging and /boot will be staged in
/boot/dtstaging. You can predict how much space you will need in the staging folders by the
amount of used space on the source.

Keep in mind you should have extra space available on each server for any data growth.

« Services—Ideally, you should have the same services and run levels on the source and target.
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Creating a full server migration job

Use the following instructions to migrate an entire server.

1. From the Servers page, right-click the server you want to migrate and select Migrate. You can
also highlight a server, click Create a New Job in the toolbar, then select Migrate.

2. Choose the type of workload that you want to migrate. Under Server Workloads, in the
Workload types pane, select Full Server Migration. In the Workload items pane, select the
volumes on the source that you want to migrate.

—— Choose the data on this server that you want to protect.

- Server Workloads

Workload types: ‘Workload items:

| Full Server Migration [

=% Full Server to ESX Migration ¥ =5 fboot
¥ o (home

I show all workload types
* Replication Rules

Unsupported file systems will be displayed but will not be accessible.

3. Bydefault, Carbonite Move selects the system and boot volumes for migration. You will be unable
to deselect these volumes. Select any other volumes on the source that you want to migrate.

If desired, click the Replication Rules heading and expand the volumes under Folders. You will
see that Carbonite Move automatically excludes particular files that cannot be used during the
migration. If desired, you can exclude other files that you do not want to migrate, but be careful
when excluding data. Excluded volumes, folders, and/or files may compromise the integrity of
your installed applications.

If you return to this page using the Back button in the job creation workflow, your
Workload Types selection will be rebuilt, potentially overwriting any manual replication
rules that you specified. If you do return to this page, confirm your Workload Types and
Replication Rules are set to your desired settings before proceeding forward again.

4. Click Next to continue.

5. Choose your target server. This is the server that, after the migration, will become your source.
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« Current Servers—This list contains the servers currently available in your console
session. Servers that are not licensed for the workflow you have selected and those not
applicable to the workload type you have selected will be filtered out of the list. Select your
target server from the list. If the server you are looking for is not displayed, enable Show all
servers. The servers in red are not available for the source server or workload type you
have selected. Hover your mouse over an unavailable server to see a reason why this
server is unavailable.

« Find a New Server—If the server you need is notin the Current Servers list, click the
Find a New Server heading. From here, you can specify a server along with credentials
for logging in to the server. If necessary, you can click Browse to select a server from a
network drill-down list.

If you enter the target server's fully-qualified domain name, the Carbonite Replication
Console will resolve the entry to the server short name. If that short name resides in two
different domains, this could result in name resolution issues. In this case, enter the IP
address of the server.

When specifying credentials for a new server, specify a user that is a member of the local
dtadmin security group.

6. Click Next to continue.

You may be prompted for a route from the target to the source. This route, and a port if
you are using a non-default port, is used so the target can communicate with the source to
build job options. This dialog box will be displayed, only if needed.

7. You have many options available for your server migration job. Configure those options that are
applicable to your environment.

Go to each page identified below to see the options available for that section of the Set Options
page. After you have configured your options, continue with the next step on page 158.

o Generalon page 151

« Failover Options on page 152

« Failover Identity on page 153

« Network Adapter Options on page 154

o Mirror, Verify & Orphaned Files on page 155

« Network Route on page 156

« Compression on page 157

« Bandwidth on page 158
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General

|@ General
Job name:

|aipha to beta

For the Job name, specify a unique name for your job.
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Failover Options

|- ~ | Failover Options

[¥ wait for user to initiate failover
Shutdewn source server

Target scripts
Pre-failover script: Arguments:

i il |

I Delay failover until script completes

Post-failover script: Arguments:

I e

« Wait for user to initiate failover—The cutover process can wait for you to initiate it,
allowing you to control when cutover occurs. When a cutover occurs, the job will wait in the
Protecting state for you to manually initiate the cutover process. Disable this option if you
want cutover to occur immediately after the mirror is complete.

« Shutdown source server—Specify if you want to shut down the source server, if it is still
running, before the source is cutover to the target, This option prevents identity conflicts on
the network in those cases where the source and target are still both running and
communicating.

» Target Scripts—You can customize cutover by running scripts on the target. Scripts may
contain any valid Linux command, executable, or shell script file. The scripts are processed
using the same account running the Double-Take Management service. Examples of
functions specified in scripts include stopping services on the target before cutover because
they may not be necessary, stopping services on the target that need to be restarted with
the source’s machine name and/or IP address, starting services or loading applications that
are in an idle, standby mode waiting for cutover to occur, notifying the administrator before
and after cutover occurs, and so on. There are two types of cutover scripts.

« Pre-failover script—This script runs on the target at the beginning of the cutover
process. Specify the full path and name of the script file.

« Delay until script completes—Enabile this option if you want to delay the cutover
process until the associated script has completed. If you select this option, make sure
your script handles errors, otherwise the cutover process may never complete if the
process is waiting on a script that cannot complete.

« Post-failover script—This script runs on the target at the end of the cutover
process. Specify the full path and name of the script file.

« Arguments—Specify a comma-separated list of valid arguments required to
execute the script.
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Failover Identity

|' _*_*" Failover Identity
% Apply source network configuration to the target (Recommended for LAN configurations)

" Retain target natwork configuration {Recommended for WAN configurations)

« Apply source network configuration to the target—If you select this option, your
source |IP addresses will cut over to the target. If your target is on the same subnet as the
source (typical of a LAN environment), you should select this option.

Do not apply the source network configuration to the target in a WAN environment
unless you have a VPN infrastructure so that the source and target can be on the
same subnet, in which case |IP address failover will work the same as a LAN
configuration. If you do not have a VPN, you will have to reconfigure the routers by
moving the source's subnet from the source's physical network to the target's
physical network. There are a number of issues to consider when designing a
solution that requires router configuration to achieve IP address failover. Since the
route to the source's subnet will be changed at failover, the source server must be
the only system on that subnet, which in turn requires all server communications to
pass through a router. Additionally, it may take several minutes or even hours for
routing tables on other routers throughout the network to converge.

« Retain target network configuration—If you select this option, the target will retain all of
its original IP addresses. If your target is on a different subnet (typical of a WAN or
NAT environment), you should select this option.
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Network Adapter Options

|"_': | Network Adapter Options |

Map source network adapters to target network adapters:

Source Network Adapter I Target Metwork Adapter | |
etht | eth1 =l

For Map source network adapters to target network adapters, specify how you want the IP
addresses associated with each NIC on the source to be mapped to a NIC on the target. Do not
mix public and private networks.
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Mirror, Verify & Orphaned Files

|-. ) Mirror, Verify & Orphaned Files

— Mirror Cptions

Choose a comparison methed and whether to mirror the entire file or only the bytes that differ in each file

ICompare file attributes, Send the atiributes and bytes that differ. ;I

—General Options

jr; Thiz option ca

¥ Delete orphaned files

nnot be changed for the current workload type

« Mirror Options—Choose a comparison method and whether to mirror the entire file or
only the bytes that differ in each file.

« Do not compare files. Send the entire file.—Carbonite Move will not perform
any comparisons between the files on the source and target. All files will be mirrored
to the target, sending the entire file.

« Compare file attributes. Send the attributes and bytes that differ.—Carbonite
Move will compare file attributes and will mirror only the attributes and bytes that are
different.

« Compare file attributes and data. Send the attributes and bytes that differ.—
Carbonite Move will compare file attributes and the file data and will mirror only the
attributes and bytes that are different.

« General Options—Choose your general mirroring options.

» Delete orphaned files—An orphaned file is a file that exists in the replica data on
the target, but does not exist in the protected data on the source. This option
specifies if orphaned files should be deleted on the target.

Orphaned file configuration is a per target configuration. All jobs to the same
target will have the same orphaned file configuration.

If delete orphaned files is enabled, carefully review any replication rules that
use wildcard definitions. If you have specified wildcards to be excluded from
protection, files matching those wildcards will also be excluded from
orphaned file processing and will not be deleted from the target. However, if
you have specified wildcards to be included in your protection, those files that
fall outside the wildcard inclusion rule will be considered orphaned files and
will be deleted from the target.
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Network Route

I' ~ | Network Route

Send data to the targst s=rver using this route:

|10.10.30.30 =

By default, Carbonite Move will select a target route for transmissions. If desired, specify an
alternate route on the target that the data will be transmitted through. This allows you to select a
different route for Carbonite Move traffic. For example, you can separate regular network traffic
and Carbonite Move traffic on a machine with multiple IP addresses. You can also select or
manually enter a public IP address (which is the public IP address of the server's router) if you are
using a NAT environment. If you enter a public IP addresses, you will see additional fields allowing
you to disable the default communication ports and specify other port numbers to use, allowing
the target to communicate through a router. The Management Service port can be disregarded.
Itis used for other job types. The Replication Service port is used for data transmission.
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Compression

I-"A | Compression

[v Enable compression:
|
1

\ i
Minimum Medium Maximum

To help reduce the amount of bandwidth needed to transmit Carbonite Move data, compression
allows you to compress data prior to transmitting it across the network. In a WAN environment this
provides optimal use of your network resources. If compression is enabled, the data is
compressed before it is transmitted from the source. When the target receives the compressed
data, it decompresses it and then writes it to disk. You can set the level from Minimum to
Maximum to suit your needs.

Keep in mind that the process of compressing data impacts processor usage on the source. If you
notice an impact on performance while compression is enabled in your environment, either adjust
to a lower level of compression, or leave compression disabled. Use the following guidelines to
determine whether you should enable compression.

« Ifdatais being queued on the source at any time, consider enabling compression.

« Ifthe server CPU utilization is averaging over 85%, be cautious about enabling
compression.

« The higher the level of compression, the higher the CPU utilization will be.

« Do not enable compression if most of the data is inherently compressed. Many image (.jpg,
.gif) and media (.wmv, .mp3, .mpg) files, for example, are already compressed. Some
images files, such as .bmp and .tif, are decompressed, so enabling compression would be
beneficial for those types.

« Compression may improve performance even in high-bandwidth environments.

« Do not enable compression in conjunction with a WAN Accelerator. Use one or the other to
compress Carbonite Move data.

All jobs from a single source connected to the same IP address on a target will share the
same compression configuration.
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Bandwidth

|- '\ Bandwidth

% Do not limit bandwidth
' Use a fixed limit (bytes per second):

Preset bandwidth: Bandwidth (bytes per second):

| - =

Bandwidth limitations are available to restrict the amount of network bandwidth used for
Carbonite Move data transmissions. When a bandwidth limit is specified, Carbonite Move never
exceeds that allotted amount. The bandwidth not in use by Carbonite Move is available for all
other network traffic.

All jobs from a single source connected to the same IP address on a target will share the
same bandwidth configuration.

« Do not limit bandwidth—Carbonite Move will transmit data using 100% bandwidth
availability.

« Use a fixed limit—Carbonite Move will transmit data using a limited, fixed bandwidth.
Select a Preset bandwidth limit rate from the common bandwidth limit values. The
Bandwidth field will automatically update to the bytes per second value for your selected
bandwidth. This is the maximum amount of data that will be transmitted per second. If
desired, modify the bandwidth using a bytes per second value. The minimum limit should be
3500 bytes per second.

8. Click Next to continue.

9. Carbonite Move validates that your source and target are compatible. The Summary page
displays your options and validation items.

Errors are designated by a white X inside a red circle. Warnings are designated by a black
exclamation point (!) inside a yellow triangle. A successful validation is designated by a white
checkmark inside a green circle. You can sort the list by the icon to see errors, warnings, or
successful validations together. Click on any of the validation items to see details. You must
correct any errors before you can continue. Depending on the error, you may be able to click Fix
or Fix All and let Carbonite Move correct the problem for you. For those errors that Carbonite
Move cannot correct automatically, you will need to modify the source or target to correct the
error, or you can select a different target. You must revalidate the selected servers, by clicking
Recheck, until the validation check passes without errors.

If you receive a path transformation error during job validation indicating a volume does not exist
on the target server, even though there is no corresponding data being protected on the source,
you will need to manually modify your replication rules. Go back to the Choose Data page and
under the Replication Rules, locate the volume from the error message. Remove any rules
associated with that volume. Complete the rest of the workflow and the validation should pass.

After ajob is created, the results of the validation checks are logged to the job log. See the
Carbonite Availability and Carbonite Move Reference Guide for details on the various Carbonite
Move log files.

10. Once your servers have passed validation and you are ready to begin migration, click Finish, and
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you will automatically be taken to the Jobs page.

Jobs in a NAT environment may take longer to start.
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Managing and controlling full server migration jobs

Click Jobs from the main Carbonite Replication Console toolbar. The Jobs page allows you to view
status information about your jobs. You can also control your jobs from this page.

The jobs displayed in the right pane depend on the server group folder selected in the left pane. Every
job for each server in your console session is displayed when the Jobs on All Servers group is
selected. If you have created and populated server groups (see Managing servers on page 44), then
only the jobs associated with the server or target servers in that server group will be displayed in the right
pane.

« Overview job information displayed in the top right pane on page 160

« Detailed job information displayed in the bottom right pane on page 163
« Job controls on page 165

Overview job information displayed in the top right pane

The top pane displays high-level overview information about your jobs. You can sort the data within a
column in ascending and descending order. You can also move the columns to the left or right of each
other to create your desired column order. The list below shows the columns in their default left to right
order.

If you are using server groups, you can filter the jobs displayed in the top right pane by expanding the
Server Groups heading and selecting a server group.

Column 1 (Blank)

The first blank column indicates the state of the job.

« A green circle with a white checkmark indicates the job is in a healthy state. No
action is required.

A yellow triangle with a black exclamation point indicates the job is in a pending or
warning state. This icon is also displayed on any server groups that you have created
that contain a job in a pending or warning state. Carbonite Move is working or waiting
on a pending process or attempting to resolve the warning state.

@ A red circle with a white X indicates the jobisin an error state. This icon is also
displayed on any server groups that you have created that contain a job in an error
state. You will need to investigate and resolve the error.

¥ The jobis in an unknown state.
Job

The name of the job
Source Server

The name of the source.
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Target Server

Job Type

Activity

Mirror Status

The name of the target.

Each job type has a unique job type name. This job is a Full Server Migration job. For a
complete list of all job type names, press F1 to view the Carbonite Replication Console
online help.

There are many different Activity messages that keep you informed of the job activity.
Most of the activity messages are informational and do not require any administrator
interaction. If you see error messages, check the job details. Keep in mind that Idle
indicates console to server activity is idle, not that your servers are idle.

Calculating—The amount of data to be mirrored is being calculated.

In Progress—Data is currently being mirrored.

Waiting—Mirroring is complete, but data is still being written to the target.
Idle—Data is not being mirrored.

Paused—Mirroring has been paused.

Stopped—NMirroring has been stopped.

Removing Orphans—Orphan files on the target are being removed or deleted
depending on the configuration.

Verifying—Data is being verified between the source and target.
Unknown—The console cannot determine the status.

Replication Status

Transmit Mode

Replicating—Data is being replicated to the target.
Ready—There is no data to replicate.
Pending—Replication is pending.

Stopped—Replication has been stopped.

Out of Memory—Replication memory has been exhausted.

Failed—The Double-Take service is not receiving replication operations from the
Carbonite Move driver. Check the Event Viewer for driver related issues.

Unknown—The console cannot determine the status.

Active—Data is being transmitted to the target.
Paused—Data transmission has been paused.
Scheduled—Data transmission is waiting on schedule criteria.
Stopped—Data is not being transmitted to the target.
Error—There is a transmission error.

Unknown—The console cannot determine the status.
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Operating System
The job type operating system
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Detailed job information displayed in the bottom right pane

The details displayed in the bottom pane provide additional information for the job highlighted in the top
pane. You can expand or collapse the bottom pane by clicking on the Job Highlights heading.

Name
The name of the job

Target data state

« OK—The data on the targetis in a good state.

o Mirroring—The target is in the middle of a mirror process. The data will not be in a
good state until the mirror is complete.

« Mirror Required—The data on the target is not in a good state because a remirror
is required. This may be caused by an incomplete or stopped mirror or an operation
may have been dropped on the target.

« Busy—The source is low on memory causing a delay in getting the state of the data
on the target.

« Not Loaded—Carbonite Move target functionality is not loaded on the target
server. This may be caused by a license key error.

« Not Ready—The Linux drivers have not yet completed loading on the target.
« Unknown—The console cannot determine the status.

Mirror remaining

The total number of mirror bytes that are remaining to be sent from the source to the
target.

Mirror skipped

The total number of bytes that have been skipped when performing a difference. These
bytes are skipped because the data is not different on the source and target.

Replication queue

The total number of replication bytes in the source queue
Disk queue

The amount of disk space being used to queue data on the source
Recovery point latency

The length of time replication is behind on the target compared to the source. This is the
time period of data that would be lost if a failure were to occur at the current time.

Bytes sent

The total number of mirror and replication bytes that have been transmitted to the
target
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Bytes sent (compressed)

The total number of compressed mirror and replication bytes that have been
transmitted to the target. If compression is disabled, this statistic will be the same as
Bytes sent.

Connected since

The date and time indicating when the current job was started.

Recent activity

Displays the most recent activity for the selected job, along with an icon indicating the
success or failure of the last initiated activity. Click the link to see a list of recent activities
for the selected job. You can highlight an activity in the list to display additional details
about the activity.

Additional information

Depending on the current state of your job, you may see additional information
displayed to keep you informed about the progress and status of your job. If there is no
additional information, you will see (None) displayed.
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Job controls

You can control your job through the toolbar buttons available on the Jobs page. If you select multiple
jobs, some of the controls will apply only to the first selected job, while others will apply to all of the
selected jobs. For example, View Job Details will only show details for the first selected job, while Stop
will stop protection for all of the selected jobs.

If you want to control just one job, you can also right click on that job and access the controls from the
pop-up menu.

View Job Details L}l

This button leaves the Jobs page and opens the View Job Details page.

Edit Job Properties #-"
This button leaves the Jobs page and opens the EditJob Properties page.

Delete 1I

Stops (if running) and deletes the selected jobs.

Provide Credentials  °

Changes the login credentials that the job (which is on the target machine) uses to
authenticate to the servers in the job. This button opens the Provide Credentials dialog
box where you can specify the new account information and which servers you want to
update. See Providing server credentials on page 55. You will remain on the Jobs
page after updating the server credentials. If your servers use the same credentials,
make sure you also update the credentials on the Servers page so that the Carbonite
Replication Console can authenticate to the servers in the console session. See
Managing servers on page 44.

View Recent Activity .

Displays the recent activity list for the selected job. Highlight an activity in the list to
display additional details about the activity.

Start b

Starts or resumes the selected jobs.
If you have previously stopped protection, the job will restart mirroring and replication.

If you have previously paused protection, the job will continue mirroring and replication
from where it left off, as long as the Carbonite Move queue was not exhausted during

Chapter 5 Full server migration 165



the time the job was paused. If the Carbonite Move queue was exhausted during the
time the job was paused, the job will restart mirroring and replication.

Also if you have previously paused protection, all jobs from the same source to the
same IP address on the target will be resumed.

Pause ii

Pauses the selected jobs. Data will be queued on the source while the job is paused.

All'jobs from the same source to the same IP address on the target will be paused.

Stop .

Stops the selected jobs. The jobs remain available in the console, but there will be no
mirroring or replication data transmitted from the source to the target. Mirroring and
replication data will not be queued on the source while the job is stopped, requiring a
remirror when the job is restarted. The type of remirror will depend on your job settings.

Take Snapshot !

Snapshots are not applicable to migration jobs.

Manage Snapshots !-

Snapshots are not applicable to migration jobs.

Failover or Cutover @

Starts the cutover process. See Cutting over full server migration jobs on page 176 for
the process and details of cutting over a full server to ESX migration job.

Failback *
Starts the failback process. Failback does not apply to migration jobs.

A
Restore *#

Starts the restoration process. Restore does not apply to migration jobs.

-3
Reverse <=

Reverses protection. Reverse protection does not apply to migration jobs.

Undo Failover or Cutover ¥

Cancels a test cutover by undoing it. Undo failover does not apply to full server
migration jobs.
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|
View Job Log =

Opens the job log. On the right-click menu, this option is called View Logs, and you
have the option of opening the job log, source server log, or target server log.

Other Job Actions JI

Opens a small menu of other job actions. These job actions are not available for Linux
jobs.

Filter

Select a filter option from the drop-down list to only display certain jobs. You can display
Healthy jobs, Jobs with warnings, or Jobs with errors. To clear the filter, select
All jobs. If you have created and populated server groups, then the filter will only apply
to the jobs associated with the server or target servers in that server group. See
Managing servers on page 44.

Search

Allows you to search the source or target server name for items in the list that match the
criteria you have entered.

Overflow Chevron

Displays any toolbar buttons that are hidden from view when the window size is
reduced.
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Viewing full server migration job details
From the Jobs page, highlight the job and click View Job Details in the toolbar.

Review the following table to understand the detailed information about your job displayed on the View
Job Details page.

Job name
The name of the job
Job type

Each job type has a unique job type name. This job is a Full Server Migration job. For a
complete list of all job type names, press F1 to view the Carbonite Replication Console
online help.

Health
« The job is in a healthy state.
2 The job is in a warning state.
L3 The job isin an error state.

¥ The jobis in an unknown state.
Activity

There are many different Activity messages that keep you informed of the job activity.
Most of the activity messages are informational and do not require any administrator
interaction. If you see error messages, check the rest of the job details.

Connection ID

The incremental counter used to number connections. The number is incremented
when a connection is created. The counter is reset if there are no existing jobs and the
Double-Take service is restarted.

Transmit mode

« Active—Data is being transmitted to the target.

« Paused—Data transmission has been paused.

« Scheduled—Data transmission is waiting on schedule criteria.
» Stopped—Data is not being transmitted to the target.

o Error—There is a transmission error.

« Unknown—The console cannot determine the status.
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Target data state

« OK—The data on the target is in a good state.

« Mirroring—The target is in the middle of a mirror process. The data will not be in a
good state until the mirror is complete.

« Mirror Required—The data on the target is not in a good state because a remirror
is required. This may be caused by an incomplete or stopped mirror or an operation
may have been dropped on the target.

« Busy—The source is low on memory causing a delay in getting the state of the data
on the target.

« Not Loaded—Carbonite Move target functionality is not loaded on the target
server. This may be caused by a license key error.

« Not Ready—The Linux drivers have not yet completed loading on the target.
« Unknown—The console cannot determine the status.

Target route
The IP address on the target used for Carbonite Move transmissions.
Compression

« On/Level—Datais compressed at the level specified.
o Off—Datais not compressed.

Encryption

« On—Data is being encrypted before it is sent from the source to the target.
« Off —Data is not being encrypted before it is sent from the source to the target.

Bandwidth limit

If bandwidth limiting has been set, this statistic identifies the limit. The keyword
Unlimited means there is no bandwidth limit set for the job.

Connected since

The source server date and time indicating when the current job was started. This field
is blank, indicating that a TCP/IP socket is not present, when the job is waiting on
transmit options or if the transmission has been stopped. This field will maintain the
date and time, indicating that a TCP/IP socket is present, when transmission has been
paused.

Additional information

Depending on the current state of your job, you may see additional information
displayed to keep you informed about the progress and status of your job. If there is no
additional information, you will see (None) displayed.

Mirror status

« Calculating—The amount of data to be mirrored is being calculated.
« In Progress—Datais currently being mirrored.
« Waiting—Mirroring is complete, but data is still being written to the target.
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« ldle—Data is not being mirrored.
« Paused—Mirroring has been paused.
» Stopped—Mirroring has been stopped.

« Removing Orphans—Orphan files on the target are being removed or deleted
depending on the configuration.

« Verifying—Data is being verified between the source and target.
« Unknown—The console cannot determine the status.

Mirror percent complete
The percentage of the mirror that has been completed
Mirror remaining

The total number of mirror bytes that are remaining to be sent from the source to the
target.

Mirror skipped

The total number of bytes that have been skipped when performing a difference. These
bytes are skipped because the data is not different on the source and target.

Replication status

« Replicating—Data is being replicated to the target.

« Ready—There is no data to replicate.

« Pending—Replication is pending.

« Stopped—Replication has been stopped.

o Out of Memory—Replication memory has been exhausted.

» Failed—The Double-Take service is not receiving replication operations from the
Carbonite Move driver. Check the Event Viewer for driver related issues.

« Unknown—The console cannot determine the status.
Replication queue

The total number of replication bytes in the source queue
Disk queue

The amount of disk space being used to queue data on the source
Bytes sent

The total number of mirror and replication bytes that have been transmitted to the
target

Bytes sent compressed

The total number of compressed mirror and replication bytes that have been
transmitted to the target. If compression is disabled, this statistic will be the same as
Bytes sent.
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Recovery point latency

The length of time replication is behind on the target compared to the source. This is the
time period of data that would be lost if a failure were to occur at the current time.

Mirror start time

The UTC time when mirroring started
Mirror end time

The UTC time when mirroring ended
Total time for last mirror

The length of time it took to complete the last mirror process
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Validating a full server migration job

Over time, you may want to confirm that any changes in your network or environment have not impacted
your Carbonite Move job. Use these instructions to validate an existing job.

1. Fromthe Jobs page, highlight the job and click View Job Details in the toolbar.
2. Inthe Tasks area on the right on the View Job Details page, click Validate job properties.

3. Carbonite Move validates that your source and target are compatible. The Summary page
displays your options and validation items.

Errors are designated by a white X inside a red circle. Warnings are designated by a black
exclamation point (!) inside a yellow triangle. A successful validation is designated by a white
checkmark inside a green circle. You can sort the list by the icon to see errors, warnings, or
successful validations together. Click on any of the validation items to see details. You must
correct any errors before you can continue. Depending on the error, you may be able to click Fix
or Fix All and let Carbonite Move correct the problem for you. For those errors that Carbonite
Move cannot correct automatically, you will need to modify the source or target to correct the
error, or you can select a different target. You must revalidate the selected servers, by clicking
Recheck, until the validation check passes without errors.

Validation checks for an existing job are logged to the job log on the target server.

4. Once your servers have passed validation, click Close.
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Editing a full server migration job

Use these instructions to edit a full server to ESX migration job.

1.
2.

From the Jobs page, highlight the job and click View Job Details in the toolbar.

In the Tasks area on the right on the View Job Details page, click Edit job properties.

' Changing some options may require Carbonite Move to automatically disconnect,
reconnect, and remirror the job.

If you have specified replication rules that exclude a volume at the root, that volume will be
incorrectly added as an inclusion if you edit the job after it has been established. If you
need to edit your job, modify the replication rules to make sure they include the proper
inclusion and exclusion rules that you want.

4. Click OK toreturn to the Edit Job Properties page.

5. Click Next to continue.

6. Carbonite Move validates that your source and target are compatible. The Summary page

7.

displays your options and validation items.

Errors are designated by a white X inside a red circle. Warnings are designated by a black
exclamation point (!) inside a yellow triangle. A successful validation is designated by a white
checkmark inside a green circle. You can sort the list by the icon to see errors, warnings, or
successful validations together. Click on any of the validation items to see details. You must
correct any errors before you can continue. Depending on the error, you may be able to click Fix
or Fix All and let Carbonite Move correct the problem for you. For those errors that Carbonite
Move cannot correct automatically, you will need to modify the source or target to correct the
error, or you can select a different target. You must revalidate the selected servers, by clicking
Recheck, until the validation check passes without errors.

If you receive a path transformation error during job validation indicating a volume does not exist
on the target server, even though there is no corresponding data being protected on the source,
you will need to manually modify your replication rules. Go back to the Choose Data page and
under the Replication Rules, locate the volume from the error message. Remove any rules
associated with that volume. Complete the rest of the workflow and the validation should pass.

After ajob is created, the results of the validation checks are logged to the job log. See the
Carbonite Availability and Carbonite Move Reference Guide for details on the various Carbonite
Move log files.

Once your servers have passed validation and you are ready to update your job, click Finish.
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Viewing a full server migration job log

You can view a job log file through the Carbonite Replication Console by selecting View Job Log from
the toolbar on the Jobs page. Separate logging windows allow you to continue working in the Carbonite
Replication Console while monitoring log messages. You can open multiple logging windows for
multiple jobs. When the Carbonite Replication Console is closed, all logging windows will automatically
close.

@ 30b logs for ALPHA to BETA [_ O}
[[e=rl
| =]
Time ~ | pescription | [
§/22/2017 2:52:49 PM INFO : [5] Creating engine connection for job
6{22/2017 2:52:49 PM INFO : [5] Setting remap link to 0
/222017 2:52:50 PM INFO : [5] Creating connection on source 172.31,187.189 to Target : 172.31.80.13
§/22/2017 2:52:51 PM INFO : [5] Checking For prior reverse connection...
§/22/2017 2:52:51 PM INFO : [5] Will Reverse Connection be created : trus
6/22/2017 2:52:51 PM INFO : [5] Creating New Connection, Erase reverss connection mirror data from jobxmnl.
(222017 2:52:51 PM INFO : [5] Creating engine connection for job
6f22{2017 2:52:52 PM INFO : [5] Creating connection on 172.31.80.13 to 172.31,187.189
6/22/2017 2:52:53 PM INFO : [5] Begin Resuming target.
5/22{2017 2:52:53 PM INFO : [5] resume transmission has been reguested but thers is no connection identifiers a...
§/22/2017 2:52:53 PM WARN : [5] Attempt to resume job 3fcd0ce?-da35-434d-9e62-38052bsboses failed.
&{22/2017 2:52:53 PM INFO : [5] Finished Resuming target.

5/22/2017 2:52:53 PM INFO Begin Running DTInfo.

§/22/2017 2:52:53 PM INFO : [5] Finished Running DTInfo.

/222017 2:52:53 PM INFO : [5] Running task ended: TaskEngageProtection

5(22/2017 2:52:53 PM INFO : [9] Invoking collaborator method FailoverMonitorCollaborator.CollaboratorStart
/222017 2:52:53 PM INFO : init

6/22/2017 2:52:53 PM INFO : filtering out addresses that are not monitored...

5(22/2017 2:52:53 PM INFO : server address: 172.31.187.185

6222017 2:52:53 PM INFO : monitoring using: Network

6/22/2017 2:52:53 PM INFO : done filtering out addresses that are not monitored

5222017 2:52:53 FM INFO : initializing other menitaring variables...

/222017 2:52:53 PM INFO : init() all done

/222017 2:52:53 PM INFO : FailoverMonitorData:

6222017 2:52:53 PM INFO : menitoredlobName: KJ-CentOS-6 to K1-Cent0S-6-2

6f22{2017 2:52:53 PM INFO : Monitored addresses: 172.31.187.189

&{22/2017 2:52:53 PM INFO : Ping methods: Network

/222017 2:52:53 PM INFO ; Ping method choices:Network, Service

/222017 2:52:53 PM INFO : totalTimeAllowedSeconds: 300

6222017 2:52:53 PM INFO @ useTotalTimeallowed: trug

/222017 2:52:53 PM INFO : maxPingAttempts: 20

5{22/2017 2:52:53 PM INFO : pinglntervalSeconds: 10

5/22/2017 2:52:53 PM INFO : >>FailoverMonitor state changed to:MONITOR_STATE_INITIAL

/222017 2:52:53 PM INFO : [5] IFailoverMonitor object was created while initilizing the FailoverMonitor collabor...
6222017 2:52:53 PM INFO : Start failover monitor scheduler on job KI-Cent05-6 to KJ-CentOs-6-2
/222017 2:52:53 PM INFO : Monitoring the following addresses: [172.31.187.185]

6(22/2017 2:52:53 PM INFQ : Failover monitoring first cycle on job KI-Cent05-6 to K1-Cent05-6-2

/222017 2:52:53 PM INFO : -Failover monitoring job KJ-Cent05-6 to KI-Cent05-6-2 via Network Ping
/222017 2:52:53 PM INFO : [10] Invoking collaborator method SnapshotschedulerCollaborator. CollaboratorStart -

The following table identifies the controls and the table columns in the Job logs window.

Start b’

This button starts the addition and scrolling of new messages in the window.

Pause 1]

This button pauses the addition and scrolling of new messages in the window. This is
only for the Job logs window. The messages are still logged to their respective files on
the server.

Copy <2

This button copies the messages selected in the Job logs window to the Windows
clipboard.
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Clear £

This button clears the Job logs window. The messages are not cleared from the
respective files on the server. If you want to view all of the messages again, close and
reopen the Job logs window.

Time
This column in the table indicates the date and time when the message was logged.
Description

This column in the table displays the actual message that was logged.
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Cutting over full server migration jobs

When the migration mirror has completed, the target may or may not reboot automatically depending on
your selection for Wait for user intervention before cutover. If you disabled user intervention, the
target will reboot automatically to complete the migration process. If you enabled user intervention,
when the migration mirror is complete, the status will change to Protecting. Use this time to complete
any necessary tasks. When you are ready to complete the migration, use the following instructions to
cutover.

1. Onthe Jobs page, highlight the job that you want to cutover and click Failover, Cutover, or
Recover in the toolbar.

2. Select the type of cutover to perform.

« Cutover to live data—Select this option to initiate a full, live cutover using the current data
on the target. The source may be automatically shut down if it is still running, depending on
your job configuration. The target will stand in for the source by rebooting and applying the
source identity, including its system state, on the target. After the reboot, the target
becomes the source, and the target no longer exists.

« Perform test cutover—This option is not applicable to full server migration jobs.

« Cutover to a snapshot—This option is not available for migration jobs.
3. Select how you want to handle the data in the target queue.

« Apply data in target queues before failover or cutover—All of the data in the target
queue will be applied before cutover begins. The advantage to this option is that all of the
data that the target has received will be applied before cutover begins. The disadvantage to
this option is depending on the amount of data in queue, the amount of time to apply all of
the data could be lengthy.

. Discard data in the target queues and failover or cutover immediately—All of the
data in the target queue will be discarded and cutover will begin immediately. The
advantage to this option is that cutover will occur immediately. The disadvantage is that any
data in the target queue will be lost.

4. When you are ready to begin cutover, click Cutover.
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Full server to ESX migration

Create afull server to ESX migration job when you want to migrate an entire physical server or virtual
machine to an ESX target.

« Full serverto ESX migration requirements on page 178—Full server to ESX migration includes
specific requirements for this type of migration.

o Creating a full server to ESX migration job on page 183—This section includes step-by-step
instructions for creating a full server to ESX migration job.

« Managing and controlling full server to ESX migration jobs on page 201—You can view status
information about your full server to ESX migration job.

« Cutting over full server to ESX migration jobs on page 218—Use this section when you are ready
to cutover from your source to your target, which will become your new source.
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Full server to ESX migration requirements

Use these requirements for full server to ESX migration.

« Source server—The source server can be a physical or virtual server running any of the
following operating systems.

« Operating system—Red Hat Enterprise Linux, Oracle Enterprise Linux, and CentOS

Version—5.9 through 5.11

Kernel type for x86 (32-bit) architectures—Default, SMP, Xen, PAE
Kernel type for x86-64 (64-bit) architectures—Default, SMP, Xen
File system—EXxt3, Ext4, XFS

Notes—Oracle Enterprise Linux support is for the mainline kernel only, not the
Unbreakable kernel.

Operating system—Red Hat Enterprise Linux, Oracle Enterprise Linux, and CentOS

Version—6.7 through 6.9

Kernel type for x86 (32-bit) architectures—Default
Kernel type for x86-64 (64-bit) architectures—Default
File system—EXxt3, Ext4, XFS (64-bit only)

Operating system—Red Hat Enterprise Linux, Oracle Enterprise Linux, and CentOS

Version—7.1 through 7.3

Kernel type for x86 (32-bit) architectures—No 32-bit architectures are
supported

Kernel type for x86-64 (64-bit) architectures—Default
File system—EXxt3, Ext4, XFS

Operating system—SUSE Linux Enterprise

Version—11.2 through 11.4

Kernel type for x86 (32-bit) architectures—Default, Xen, XenPAE, VMI
Kernel type for x86-64 (64-bit) architectures—Default, Xen

File system—Ext3, XFS

Operating system—SUSE Linux Enterprise

Version—12.0 through 12.2

Kernel type for x86 (32-bit) architectures—No 32-bit architectures are
supported

Kernel type for x86-64 (64-bit) architectures—Default
File system—Ext3, Ext4, XFS, Btrfs

Notes—If you are planning to convert an existing file system to Btrfs, you must
delete any existing Carbonite Move jobs and re-create them after converting to Btrfs.

« Operating system—Ubuntu
o Version—12.04.3,12.04.4,and 12.04.5

Kernel type for x86 (32-bit) architectures—Generic
Kernel type for x86-64 (64-bit) architectures—Generic
File system—Ext2, Ext3, Ext4, XFS
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Operating system—Ubuntu
o Version—14.04.3,14.04.4, and 14.04.5
« Kernel type for x86 (32-bit) architectures—Generic
« Kernel type for x86-64 (64-bit) architectures—Generic
o File system—Ext2, Ext3, Ext4, XFS
Operating system—Ubuntu
o Version—16.04.0, 16.04.1, and 16.04.2
« Kernel type for x86 (32-bit) architectures—Generic
« Kernel type for x86-64 (64-bit) architectures—Generic
« File system—Ext2, Ext3, Ext4, XFS

For all operating systems except Ubuntu, the kernel version must match the expected
kernel for the specified release version. For example, if /etc/redhat-release declares the
system to be a Redhat 6.6 system, the kernel that is installed must match that.

Carbonite Move does not support stacking filesystems, like eCryptFS.

« Packages and services—Each Linux server must have the following packages and services
installed before you can install and use Carbonite Move. See your operating system
documentation for details on these packages and utilities.

sshd (or the package that installs sshd)
parted

{usr/bin/which

/usr/sbin/dmidecode

{usr/bin/scp (only if you will be performing push installations from the Carbonite Replication
Console to your Linux servers)

llib/Isb/init-functions (only if you are installing on Red Hat, Oracle Enterprise Linux,
CentOS, or SUSE)

« vCenter—vCenter is not required, but if you are using it, then you must use version 5.5 or later. If
you upgrade your version of vCenter after it has been entered into the Carbonite Replication
Console, you must remove and re-add the vCenter in order for the console to recognize the
upgraded version.

« vMotion—Host vMotion is only supported if you are using vCenter. Storage vMotion is not
supported.

« Target host server—The target host server must be an ESX server. It can be any of the
following ESX operating systems.

ESXi5.5
ESXi6.0
ESXi6.5

« Virtual recovery appliance—The target ESX host must have an existing virtual machine,
known as a virtual recovery appliance. This will be an OVF (Open Virtualization Format) virtual
machine included with Carbonite Move. You must install this virtual machine before you can begin
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migration. When you begin migration, the virtual recovery appliance will create a new virtual
machine, mount disks, format disks, and so on. When cutover occurs, the new virtual machine is
detached from the virtual recovery appliance and powered on. Once the new virtual machine is
online, it will have the identity, data, and system state of the source. Since the virtual recovery
appliance maintains its own identity, it can be reused for additional cutovers. Keep in mind the
following caveats for the virtual recovery appliance.

« The virtual recovery appliance must be a standalone virtual machine.

« Itshould not reside in any multiple virtual machine vApp.

« The appliance is pre-configured for optimal performance. You do not need to modify the
memory, CPU, or other configurations.

« You should not install or run anything else on this appliance.
« The firewall is disabled and should remain disabled.

« A single virtual recovery appliance can migrate a maximum of 59 volume groups and raw
block devices (combined) from any number of sources.

« Permissions—If you want to limit the permissions required for the account that you will be using
for your full server to ESX migration job, your account must have at a minimum the permissions
listed below. These permissions can be set at the vCenter, Datacenter, or host level.

« Datastore—Allocate Space, Browse Datastore, Low level file operations, and Remove
File

« Host, Local Operations—Create Virtual Machine, Delete Virtual Machine, and
Reconfigure virtual machine

o Network—Assign Network

« Resource—Assign virtual machine to resource pool

« Scheduled Task—Create Tasks, Modify Task, Remove Task, and Run Task

o Tasks—Create task and Update task

« Virtual Machine, Configuration—Add existing disk, Add new disk, Add or remove
device, Change resource, Modify device settings, and Remove disk

« Virtual Machine, Interaction—Device connection, Power off, and Power on
« Virtual Machine, Inventory—Create new, Register, Remove, and Unregister
Make sure if you also define permissions at the VMs and Templates level in vCenter that you have
not denied any of the required permissions listed above.
o System memory—The minimum system memory on each serveris 1 GB.

« Disk space for program files—This is the amount of disk space needed for the Carbonite Move
program files. This is approximately 400 MB on a Linux source server. The appliance needs
approximately 620 MB.

Make sure you have additional disk space for Carbonite Move queuing, logging, and so
on.

« Server name—Carbonite Move includes Unicode file system support, but your server name
must still be in ASCII format. If you have the need to use a server's fully-qualified domain name,
your server cannot start with a numeric character because that will be interpreted as an IP
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address.

« Target drivers—Install on the source any drivers that are required on the target after failover.
For example, you need to install on the source any NIC drivers that will be required on the target
after failover.

« Protocols and networking—Y our servers must meet the following protocol and networking
requirements.
« Your servers and appliances must have TCP/IP with static IP addressing.
o IPv4isthe only supported version.
« Ifyou are using Carbonite Move over a WAN and do not have DNS name resolution, you

will need to add the host names to the local hosts file on each server running Carbonite
Move.

o NAT support—Carbonite Move supports IP and port forwarding in NAT environments with the
following caveats.
o OnlyIPv4 is supported.
« Only standalone servers are supported.

« Make sure you have added your server to the Carbonite Replication Console using the
correct public or private IP address. The name or IP address you use to add a server to the
console is dependent on where you are running the console. Specify the private IP address
of any servers on the same side of the router as the console. Specify the public IP address
of any servers on the other side of the router as the console.

« DNS failover and updates will depend on your configuration
« Only the source or target can be behind a router, not both.
« The DNS server must be routable from the target

« Name resolution—Your servers must have name resolution or DNS. The Carbonite Replication
Console must be able to resolve the virtual recovery appliance, and the virtual recovery appliance
must be able to resolve all source servers. For details on name resolution options, see your Linux
documentation or online Linux resources.

« Ports—Port 1501 is used for localhost communication between the engine and management
service and should be opened inbound and outbound for both TCP and UDP in iptables. Ports
1500, 1505, 1506, 6325, and 6326 are used for component communication and must be opened
inbound and outbound for both TCP and UDP on any firewall that might be in use.

« Security—Carbonite Move security is granted through membership in user groups. The groups
can be local or LDAP (Lightweight Directory Access Protocol). A user must provide a valid local
account that is a member of the Carbonite Move security groups.

« SELinux policy—SELinux should be disabled on the source and target.

« UEFI, trusted boot, secure boot—The source boot mode cannot be UEFI (Unified Extensible
Firmware Interface), trusted boot (tboot), secure boot, or other volume blocking mechanisms.

« Mount option—The mount option noexec is not supported on the /tmp filesystem.
« Trusted Boot (tboot)—Trusted Boot is not supported and should be disabled on the source.
« Snapshots—Carbonite Move snapshots are not supported with migration jobs.

« Supported configurations—The following table identifies the supported configurations for a full
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sever to ESX migration job.

Server to Not
Host Description Supported Supported
Configuration PP
Onetoone You can migrate a single source to a single X
active/standby | target host.
You cannot migrate a single source to a single
Onetoone target host where each server acts as both a X
active/active source and target actively replicating data to
each other.
You can migrate many source servers to one
Manv to one target host. Replication occurs from each source X
y to the one target host. This will consolidate your
source servers to a single host server.
One to many You cannot migrate a single source to multiple X
target hosts.
You cannot migrate a single source to a single
. target host, where the target host then acts a
Chained . . X
source in order to send the original source to
another target.
Single server You cannot migrate a single source to itself. X
Standaloneto | Your source and target host can be in a
. : X
standalone standalone to standalone configuration.
Standalone to | Your source and target host cannotbein a X
cluster standalone to cluster configuration.
Cluster to Your source and target host cannot be in a X
standalone cluster to standalone configuration.
Cluster to Your source and target host cannotbe ina X
cluster cluster to cluster configuration.
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Creating a full server to ESX migration job

Use the following instructions to migrate an entire server to a new virtual machine on an ESX server.

1. From the Servers page, right-click the server you want to migrate and select Migrate. You can
also highlight a server, click Create a New Job in the toolbar, then select Migrate.

2. Choose the type of workload that you want to migrate. Under Server Workloads, in the
Workload types pane, select Full Server to ESX Migration. In the Workload items pane,
select the volumes on the source that you want to migrate.

. = Choose the data on this server that you want to protect.

4 Server Workloads

Workload types: ‘Workload itams:

=9 Full Server Migration =N
g Full Server to ESX Migration ¥ =5 (boct
¥ 5 (home

I show all workload types
* Replication Rules

Unsupported file systems will be displayed but will not be accessible.

3. Bydefault, Carbonite Move selects the system and boot volumes for migration. You will be unable
to deselect these volumes. Select any other volumes on the source that you want to migrate.

The swap partition is excluded by default and you cannot select it, however, a swap
partition will be created on the replica.

If desired, click the Replication Rules heading and expand the volumes under Folders. You will
see that Carbonite Move automatically excludes particular files that cannot be used during the
migration. If desired, you can exclude other files that you do not want to migrate, but be careful
when excluding data. Excluded volumes, folders, and/or files may compromise the integrity of

your installed applications.

If you return to this page using the Back button in the job creation workflow, your
Workload Types selection will be rebuilt, potentially overwriting any manual replication
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rules that you specified. If you do return to this page, confirm your Workload Types and
Replication Rules are set to your desired settings before proceeding forward again.

4. Click Next to continue.

5. Choose your target server. This is the virtual recovery appliance on your ESX server.

« Current Servers—This list contains the servers currently available in your console
session. Servers that are not licensed for the workflow you have selected and those not
applicable to the workload type you have selected will be filtered out of the list. Select your
target server from the list. If the server you are looking for is not displayed, enable Show all
servers. The servers in red are not available for the source server or workload type you
have selected. Hover your mouse over an unavailable server to see a reason why this
server is unavailable.

o Find a New Server—If the server you need is not in the Current Servers list, click the
Find a New Server heading. From here, you can specify a server along with credentials
for logging in to the server. If necessary, you can click Browse to select a server from a
network drill-down list.

If you enter the target server's fully-qualified domain name, the Carbonite Replication
Console will resolve the entry to the server short name. If that short name resides in two
different domains, this could result in name resolution issues. In this case, enter the IP
address of the server.

When specifying credentials for a new server, specify a user that is a member of the local
dtadmin security group.

6. Click Next to continue.
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7. Choose the server where your target virtual recovery appliance is located. This is also the server
where your replica virtual machine will be located.

g—l Select the VMware vCenter or ESXi Server where the virtual recovery appliance is hosted.
&’
« Current VMware Servers

VMware Servers:

Server ¥ Version

I 17231072 VMware vCenter Server 5.5.0 build-2183111

* Find a New VMware Server I

« Current VMware Servers—This list contains the vCenter and ESX servers currently
available in your console session. Select your server from the list.

« Find a New VMware Server—If the server you need is not in the Current VMware
Servers list, click the Find a New VMware Server heading.

« vCenter/ESXi Server—Select your server from the list. If your server is not in the
list, manually type it in.

« User name—Specify the root user or another user that has the administrator role on
the specified server.

« Password—Specify the password associated with the User name you entered.
« Domain—If you are working in a domain environment, specify the Domain.
If your server name does not match the security certificate or the security certificate has
expired, you will be prompted if you want to install the untrusted security certificate.

8. Click Next to continue.

You may be prompted for a route from the target to the source. This route, and a port if
you are using a non-default port, is used so the target can communicate with the source to
build job options. This dialog box will be displayed, only if needed.

9. You have many options available for your server migration job. Configure those options that are
applicable to your environment.

Go to each page identified below to see the options available for that section of the Set Options
page. After you have configured your options, continue with the next step on page 199.
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o Generalon page 187

o Replica Virtual Machine Location on page 188

« Replica Virtual Machine Configuration on page 189

o Replica Virtual Machine Volumes on page 190

« Replica Virtual Machine Network Settings on page 194
« Failover Options on page 195

« Mirror, Verify & Orphaned Files on page 196

« Network Route on page 197

o Compression on page 198

« Bandwidth on page 199

Chapter 6 Full server to ESX migration 186



General

|@ General
Job name:

|alpha to beta

For the Job name, specify a unique name for your job.
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Replica Virtual Machine Location

|-/_\' Replica Virtual Machine Location

Select the datastore on the target ESX server that will hold the replica virtual machine:

| Wolume = Total Size I Provisionaed Space Fres Space Cwner I I
e EMCS 399.75 GB 141.45 GB 3733 GB esx51
“= EMCE 399.75 GB 207.834 GB 25.88 GB -=5x51
“ EMC7 399.75 GB 349.34 GB 33.55GB 51

Select one of the volumes from the list to indicate the volume on the target where you want to
store the configuration files for the new virtual server when it is created. The target volume must
have enough Free Space. You can select the location of the .vmdk files under Replica Virtual

Machine Volumes.
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Replica Virtual Machine Configuration

| .{j | Replica Virtual Machine Configuration

Display name:

| ALPHA_Replica

Hardwars configuration:

| Source | Replica |
Sockets 1 ll— ﬁ
Cores per socket 1 |1— ﬁ
Memory (MB) 4095 |4‘3‘9'5— ﬁ
Virtual switches:
|| source Network Adapter & | Replica Virtual switch |
ok | InternalNetwork _'I

« Display name—Specify the name of the replica virtual machine. This will be the display
name of the virtual machine on the host system.

« Hardware configuration—Specify how you want the replica virtual machine to be
created.

« Sockets—Specify how many sockets to create on the new virtual machine. The
number of sockets on the source is displayed to guide you in making an appropriate
selection. If you select fewer sockets than the source, your clients may be impacted
by slower responses.

« Cores per socket—Specify how many cores to create per socket. The number of
cores per socket on the source is displayed to guide you in making an appropriate
selection.

« Memory—Specify the amount of memory, in MB, to create on the new virtual
machine. The memory on the source is displayed to guide you in making an
appropriate selection. If you select less memory than the source, your clients may be
impacted by slower responses.

« Virtual switches—Identify how you want to handle the network mapping after cutover.
The Source Network Adpater column lists the NICs from the source. Map each one to a
Replica Virtual Switch, which is a virtual network on the target. You can also choose to
discard the source's NIC and IP addresses.
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Replica Virtual Machine Volumes

|' ~) Replica Virtual Machine Volumes

Volume: Volume Group Properties

= VOEFO“PUU Virtual disk: ICreate new disk j

swapld

Jbost Datastore: | Enics =
Replica disk format: IFIat Disk j
Physical velume maximum size: |255 |GB ;!
Volume Group Size: !133 | GE ;!

If your source has volume groups, you will see them listed in the Volume list. Highlight a volume
group and set the available Volume Group Properties that are displayed to the right of the
Volume list. The fields displayed in the Volume Group Properties will depend on your selection
for Virtual disk.

« Virtual Disk—Specify if you want Carbonite Move to create a new disk for your replica
virtual machine or if you want to use an existing disk.

Reusing a virtual disk can be useful for pre-staging data on a LAN and then relocating the
virtual disk to a remote site after the initial mirror is complete. You save time by skipping the
virtual disk creation steps and performing a difference mirror instead of a full mirror. With
pre-staging, less data will need to be sent across the wire initially. In order to use an
existing virtual disk, it must be a valid virtual disk, it cannot be attached to any other virtual
machine, and it cannot have any associated snapshots.

Each pre-existing disk must be located on the target datastore specified. If you have copied
the .vmdk file to this location manually, be sure you have also copied the associated -
flat.vmdk file too. If you have used vCenter to copy the virtual machine, the associated file
will automatically be copied. There are no restrictions on the file name of the .vmdk, but the
associated -flat.vmdk file must have the same base name and the reference to that flat file
in the .vmdk must be correct. Carbonite Move will move, not copy, the virtual disk files to the
appropriate folders created by the replica, so make sure the selected target datastore is
where you want the replica virtual disk to be located.

Ina WAN environment, you may want to take advantage of using an existing disk by using a
process similar to the following.

a. Create ajobinaLAN environment, letting Carbonite Move create the virtual disk for
you.

b. Complete the mirror process locally.

c. Delete the job and when prompted, do not delete the replica.

d. Move the virtual disk files to the desired target datastore. Do not forget to move the
associated -flat.vmdk file if you move the files manually.

e. Create a new protection job for the same source and reuse your existing disk.
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If you have reused some existing disks and created some new disks, the numbering
of the hard disks will not be identical on the source and the replica virtual machine.
New disks will be created first and then existing disks will be attached. VMware
assigns the hard disk numbers in order of creation and then those that are
attached. The Virtual Device Node SCSI IDs will still be correct and there will be no
impact within the guest of the replica virtual machine.

If your source has multiple partitions inside a single .vmdk, you can only use an
existing virtual disk that Carbonite Move created. You can only use an existing
virtual disk created outside of Carbonite Move if there is one partition in each pre-
existing disk.

If you are using Logical Volume Manager, then you can only use existing disks
when creating a new full server to ESX appliance job if the existing disks were
created using Carbonite Move version 7.1 or later. Versions prior to 7.1 have
important LVM information deleted when the job is deleted, thus you cannot reuse
the disk for a future job. If you are not using LVM, this is not an issue.

« Datastore—Specify the datastore where you want to store the .vmdk files for the volume
group. You can specify the location of the virtual machine configuration files on the previous
Choose Volumes to Protect page.

» Replica disk format—If you are creating a new disk, specify the format of the disk that will
be created.

« Flat Disk—This disk format allocates the full amount of the disk space immediately,
but does not initialize the disk space to zero until it is needed. This disk format is only
available on ESX 5; if you select this disk type on ESX 4, a thick disk will be created.

« Thick—This disk format allocates the full amount of the disk space immediately,
initializing all of the allocated disk space to zero.

« Thin—This disk format does not allocate the disk space until it is needed.

« Physical volume maximum size—If you are creating a new disk, specify the maximum
size, in MB or GB, of the virtual disks used to create the volume group. The default value is
equal to the maximum size that can be attached to the datastore you selected. That will
depend on your ESX version, your file system version, and the block size of your datastore.

« Volume Group size—If you are creating a new disk, specify the maximum size, in MB or
GB, of the volume group. The default value will match the source. This value cannot be less
than the logical volumes total size that you are trying to create on the volume group.

« Pre-existing virtual disks path—If you are using an existing virtual disk, specify the
location of the existing virtual disks that you want to reuse.
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I-. a) Replica Virtual Machine Volumes

YVolume: — Logical Volume Properties

B VolGroupoo Mame: LogVel
ick size: 5.7 GB

~ swapl Disk size:

{boot Used space:

Replica volume size: 5.72 | GB j

5.4 GB

If your source has logical volumes, you will see them listed in the Volume list. Highlight a logical
volume and set the available Logical Volume Properties that are displayed to the right of the
Volume list.

If you are using an existing virtual disk, you will not be able to modify the logical volume
properties.

The size and space displayed may not match the output of the Linux df command. This is
because df shows the size of the mounted file system not the underlying partition which
may be larger. Additionally, Carbonite Move uses powers of 1024 when computing GB,
MB, and so on. The df command typically uses powers of 1000 and rounds up to the
nearest whole value.

« Name—This field displays the logical volume name.

» Disk size—This field displays the size of the logical volume on the source.

« Used space—This field displays the amount of disk space in use on the source logical
volume.

« Replica volume size—Specify the size, in MB or GB, of the replica logical volume on the
target. The value must be at least the size of the specified Used space on that volume.

In some cases, the replica virtual machine may use more virtual disk space than the
size of the source volume due to differences in how the virtual disk's block size is
formatted and how hard links are handled. To avoid this issue, specify the size of
your replica to be at least 5 GB larger.
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I'—* Replica Virtual Machine Volumes

Volume: Partition Properties

El VolGroup00 Virtual disk: Create new disk _'J
I;wapﬂ
[bact Disk size: 98.7 MB
Uzed space: 245 MB
Datastore: Iqa-esx41-|ocal storage ;i
Replica disk format: I Flat Disk j
Replica volume size: !95- 72 ! MB _"I

If your source has partitions, you will see them listed in the Volume list. Highlight a partition and
set the available Partition Properties that are displayed to the right of the Volume list. The fields
displayed in the Partition Properties will depend on your selection for Virtual disk.

The size and space displayed may not match the output of the Linux df command. This is
because df shows the size of the mounted file system not the underlying partition which
may be larger. Additionally, Carbonite Move uses powers of 1024 when computing GB,
MB, and so on. The df command typically uses powers of 1000 and rounds up to the
nearest whole value.

« Virtual Disk—Specify if you want Carbonite Move to create a new disk for your replica
virtual machine or if you want to use an existing disk. Review the details above under
Volume Group Properties Virtual Disk for information on using an existing disk.

» Disk size—This field displays the size of the partition on the source.

« Used space—This field displays the amount of disk space in use on the source partition.

« Datastore—Specify the datastore where you want to store the .vmdk files for the partition.
You can specify the location of the virtual machine configuration files on the previous
Choose Volumes to Protect page.

« Replica disk format—Specify the format of the disk that will be created.

« Flat Disk—This disk format allocates the full amount of the disk space immediately,
but does not initialize the disk space to zero until it is needed. This disk format is only
available on ESX 5; if you select this disk type on ESX 4, a thick disk will be created.

« Thick—This disk format allocates the full amount of the disk space immediately,
initializing all of the allocated disk space to zero.

« Thin—This disk format does not allocate the disk space until it is needed.

« Replica volume size—Specify the size, in MB or GB, of the replica partition on the target.
The value must be at least the size of the specified Used space on that partition.

« Pre-existing disks path—If you are using an existing virtual disk, specify the location of
the existing virtual disks that you want to reuse.
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Replica Virtual Machine Network Settings

|"'.-_°~.'.' Replica Virtual Machine Network Settings

¥ Use advanced settings for replica virtual machine network configuration.

Network adapters:

ethd (11242.74.29)

Source IP addresses: Replica IP addresses:

P Addr | | 1P Address I Subnet Mask I I Add I
e 112.52.74 29 255.255.0.0 = |
emove

Source Default Gateways: Replica Default Gateways:

S EFT) 1252438 1% | Add |
'- | Remove |

Source DNS Server addresses: Replica DNS Server addresses:

124245 20 112524520 % | Add |
‘ I Remove |

« Use advanced settings for replica virtual machine network configuration—Select
this option to enable the replica virtual machine network setting configuration. This setting is
primarily used for WAN support.

« Network adapters—Select a network adapter from the source and specify the Replica
IP addresses, Replica Default Gateways, and Replica DNS Server addresses to be
used after cutover. If you add multiple gateways or DNS servers, you can sort them by
using the arrow up and arrow down buttons. Repeat this step for each network adapter on
the source.

Updates made during cutover will be based on the network adapter name when
protection is established. If you change that name, you will need to delete the job
and re-create it so the new name will be used during cutover.

If you update one of the advanced settings (IP address, gateway, or DNS server),
then you must update all of them. Otherwise, the remaining items will be left blank.
If you do not specify any of the advanced settings, the replica virtual machine will be
assigned the same network configuration as the source.

By default, the source IP address will be included in the target IP address list as the
default address. If you do not want the source IP address to be the default address
on the target after failover, remove that address from the Replica IP addresses
list.

Linux operating systems only support one gateway, so the first gateway listed will
be used.
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Failover Options

|- ~ | Failover Options

[¥ wait for user to initiate failover
Shutdewn source server

Target scripts
Pre-failover script: Arguments:

i il |

I Delay failover until script completes

Post-failover script: Arguments:

I e

« Wait for user to initiate failover—The cutover process can wait for you to initiate it,
allowing you to control when cutover occurs. When a cutover occurs, the job will wait in the
Protecting state for you to manually initiate the cutover process. Disable this option if you
want cutover to occur immediately after the mirror is complete.

« Shutdown source server—Specify if you want to shut down the source server, if it is still
running, before the source is cutover to the target, This option prevents identity conflicts on
the network in those cases where the source and target are still both running and
communicating.

» Target Scripts—You can customize cutover by running scripts on the target appliance
and replica. Scripts may contain any valid Linux command, executable, or shell script file.
The scripts are processed using the same account running the Double-Take Management
service. Examples of functions specified in scripts include stopping and starting services,
stopping and starting applications or processes, notifying the administrator before and after
cutover occurs, and so on. There are two types of cutover scripts.

« Pre-failover script—This script runs on the target appliance at the beginning of the
cutover process. Specify the full path and name of the script file.

« Delay until script completes—Enable this option if you want to delay the cutover
process until the associated script has completed. If you select this option, make sure
your script handles errors, otherwise the cutover process may never complete if the
process is waiting on a script that cannot complete.

« Post-failover script—This script runs on the replica at the end of the cutover
process. Specify the full path and name of the script file.

« Arguments—Specify a comma-separated list of valid arguments required to
execute the script.
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Mirror, Verify & Orphaned Files

|-_;_~‘Z' Mirror, Verify & Orphaned Files
Mirror Ceptions

Choose a comparison methed and whether to mimror the entire file or only the bytes that differ in =ach file.

ICompare file attributes. Send the attributes and bytes that differ. j

General Options

[¥ Delete orphaned files

o Mirror Options—Choose a comparison method and whether to mirror the entire file or
only the bytes that differ in each file.

« Do not compare files. Send the entire file.—Carbonite Move will not perform
any comparisons between the files on the source and target. All files will be mirrored
to the target, sending the entire file.

o Compare file attributes. Send the attributes and bytes that differ.—Carbonite
Move will compare file attributes and will mirror only the attributes and bytes that are
different.

- Compare file attributes and data. Send the attributes and bytes that differ.—
Carbonite Move will compare file attributes and the file data and will mirror only the
attributes and bytes that are different.

« General Options—Choose your general mirroring options.
« Delete orphaned files—An orphaned file is a file that exists in the replica data on

the target, but does not exist in the protected data on the source. This option
specifies if orphaned files should be deleted on the target.

Orphaned file configuration is a per target configuration. All jobs to the same
target will have the same orphaned file configuration.

If delete orphaned files is enabled, carefully review any replication rules that
use wildcard definitions. If you have specified wildcards to be excluded from
protection, files matching those wildcards will also be excluded from
orphaned file processing and will not be deleted from the target. However, if
you have specified wildcards to be included in your protection, those files that
fall outside the wildcard inclusion rule will be considered orphaned files and
will be deleted from the target.
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Network Route

I' ~ | Network Route

Send data to the targst s=rver using this route:

|10.10.30.30 =

By default, Carbonite Move will select a target route for transmissions. If desired, specify an
alternate route on the target that the data will be transmitted through. This allows you to select a
different route for Carbonite Move traffic. For example, you can separate regular network traffic
and Carbonite Move traffic on a machine with multiple IP addresses. You can also select or
manually enter a public IP address (which is the public IP address of the server's router) if you are
using a NAT environment. If you enter a public IP addresses, you will see additional fields allowing
you to disable the default communication ports and specify other port numbers to use, allowing
the target to communicate through a router. The Management Service port can be disregarded.
Itis used for other job types. The Replication Service port is used for data transmission.

If you change the IP address on the target which is used for the target route, you will be
unable to edit the job. If you need to make any modifications to the job, it will have to be
deleted and re-created.
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Compression

I-"A | Compression

[v Enable compression:
|
1

\ i
Minimum Medium Maximum

To help reduce the amount of bandwidth needed to transmit Carbonite Move data, compression
allows you to compress data prior to transmitting it across the network. In a WAN environment this
provides optimal use of your network resources. If compression is enabled, the data is
compressed before it is transmitted from the source. When the target receives the compressed
data, it decompresses it and then writes it to disk. You can set the level from Minimum to
Maximum to suit your needs.

Keep in mind that the process of compressing data impacts processor usage on the source. If you
notice an impact on performance while compression is enabled in your environment, either adjust
to a lower level of compression, or leave compression disabled. Use the following guidelines to
determine whether you should enable compression.

« Ifdatais being queued on the source at any time, consider enabling compression.

« Ifthe server CPU utilization is averaging over 85%, be cautious about enabling
compression.

« The higher the level of compression, the higher the CPU utilization will be.

« Do not enable compression if most of the data is inherently compressed. Many image (.jpg,
.gif) and media (.wmv, .mp3, .mpg) files, for example, are already compressed. Some
images files, such as .bmp and .tif, are decompressed, so enabling compression would be
beneficial for those types.

« Compression may improve performance even in high-bandwidth environments.

« Do not enable compression in conjunction with a WAN Accelerator. Use one or the other to
compress Carbonite Move data.

All jobs from a single source connected to the same IP address on a target will share the
same compression configuration.
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Bandwidth

|- '\ Bandwidth

% Do not limit bandwidth
' Use a fixed limit (bytes per second):

Preset bandwidth: Bandwidth (bytes per second):

| - =

Bandwidth limitations are available to restrict the amount of network bandwidth used for
Carbonite Move data transmissions. When a bandwidth limit is specified, Carbonite Move never
exceeds that allotted amount. The bandwidth not in use by Carbonite Move is available for all
other network traffic.

All jobs from a single source connected to the same IP address on a target will share the
same bandwidth configuration.

« Do not limit bandwidth—Carbonite Move will transmit data using 100% bandwidth
availability.

« Use a fixed limit—Carbonite Move will transmit data using a limited, fixed bandwidth.
Select a Preset bandwidth limit rate from the common bandwidth limit values. The
Bandwidth field will automatically update to the bytes per second value for your selected
bandwidth. This is the maximum amount of data that will be transmitted per second. If
desired, modify the bandwidth using a bytes per second value. The minimum limit should be
3500 bytes per second.

10. Click Next to continue.

11. Carbonite Move validates that your source and target are compatible. The Summary page
displays your options and validation items.

Errors are designated by a white X inside a red circle. Warnings are designated by a black
exclamation point (!) inside a yellow triangle. A successful validation is designated by a white
checkmark inside a green circle. You can sort the list by the icon to see errors, warnings, or
successful validations together. Click on any of the validation items to see details. You must
correct any errors before you can continue. Depending on the error, you may be able to click Fix
or Fix All and let Carbonite Move correct the problem for you. For those errors that Carbonite
Move cannot correct automatically, you will need to modify the source or target to correct the
error, or you can select a different target. You must revalidate the selected servers, by clicking
Recheck, until the validation check passes without errors.

If you receive a path transformation error during job validation indicating a volume does not exist
on the target server, even though there is no corresponding data being protected on the source,
you will need to manually modify your replication rules. Go back to the Choose Data page and
under the Replication Rules, locate the volume from the error message. Remove any rules
associated with that volume. Complete the rest of the workflow and the validation should pass.

After ajob is created, the results of the validation checks are logged to the job log. See the
Carbonite Availability and Carbonite Move Reference Guide for details on the various Carbonite
Move log files.

12. Once your servers have passed validation and you are ready to begin migration, click Finish, and
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you will automatically be taken to the Jobs page.

Jobs in a NAT environment may take longer to start.
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Managing and controlling full server to ESX migration
jobs

Click Jobs from the main Carbonite Replication Console toolbar. The Jobs page allows you to view
status information about your jobs. You can also control your jobs from this page.

The jobs displayed in the right pane depend on the server group folder selected in the left pane. Every
job for each server in your console session is displayed when the Jobs on All Servers group is
selected. If you have created and populated server groups (see Managing servers on page 44), then
only the jobs associated with the server or target servers in that server group will be displayed in the right
pane.

« Overview job information displayed in the top right pane on page 201
« Detailed job information displayed in the bottom right pane on page 204
« Job controls on page 206

Overview job information displayed in the top right pane

The top pane displays high-level overview information about your jobs. You can sort the data within a
column in ascending and descending order. You can also move the columns to the left or right of each
other to create your desired column order. The list below shows the columns in their default left to right
order.

If you are using server groups, you can filter the jobs displayed in the top right pane by expanding the
Server Groups heading and selecting a server group.

Column 1 (Blank)

The first blank column indicates the state of the job.

« A green circle with a white checkmark indicates the job is in a healthy state. No
action is required.

A yellow triangle with a black exclamation point indicates the job is in a pending or
warning state. This icon is also displayed on any server groups that you have created
that contain a job in a pending or warning state. Carbonite Move is working or waiting
on a pending process or attempting to resolve the warning state.

@ A red circle with a white X indicates the jobisin an error state. This icon is also
displayed on any server groups that you have created that contain a job in an error
state. You will need to investigate and resolve the error.

¥ Thejobis in an unknown state.
Job

The name of the job
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Source Server
The name of the source. This could be the name or IP address of your source.
Target Server

The name of the target. This could be the name or IP address of your target.

Job Type
Each job type has a unique job type name. This job is a Full Server to ESX Migration
job. For a complete list of all job type names, press F1 to view the Carbonite Replication
Console online help.

Activity

There are many different Activity messages that keep you informed of the job activity.
Most of the activity messages are informational and do not require any administrator
interaction. If you see error messages, check the job details. Keep in mind that Idle
indicates console to server activity is idle, not that your servers are idle.

Mirror Status

« Calculating—The amount of data to be mirrored is being calculated.

« In Progress—Datais currently being mirrored.

« Waiting—Mirroring is complete, but data is still being written to the target.
« ldle—Data is not being mirrored.

» Paused—Mirroring has been paused.

« Stopped—Mirroring has been stopped.

« Removing Orphans—Orphan files on the target are being removed or deleted
depending on the configuration.

« Verifying—Data is being verified between the source and target.
« Unknown—The console cannot determine the status.

Replication Status

» Replicating—Data is being replicated to the target.

» Ready—There is no data to replicate.

« Pending—Replication is pending.

« Stopped—Replication has been stopped.

« Out of Memory—Replication memory has been exhausted.

« Failed—The Double-Take service is not receiving replication operations from the
Carbonite Move driver. Check the Event Viewer for driver related issues.

« Unknown—The console cannot determine the status.
Transmit Mode

« Active—Data is being transmitted to the target.

« Paused—Data transmission has been paused.

« Scheduled—Data transmission is waiting on schedule criteria.
« Stopped—Data is not being transmitted to the target.
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e Error—There is a transmission error.
« Unknown—The console cannot determine the status.

Operating System
The job type operating system
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Detailed job information displayed in the bottom right pane

The details displayed in the bottom pane provide additional information for the job highlighted in the top
pane. You can expand or collapse the bottom pane by clicking on the Job Highlights heading.

Name
The name of the job

Target data state

« OK—The data on the targetis in a good state.

o Mirroring—The target is in the middle of a mirror process. The data will not be in a
good state until the mirror is complete.

« Mirror Required—The data on the target is not in a good state because a remirror
is required. This may be caused by an incomplete or stopped mirror or an operation
may have been dropped on the target.

« Busy—The source is low on memory causing a delay in getting the state of the data
on the target.

« Not Loaded—Carbonite Move target functionality is not loaded on the target
server. This may be caused by a license key error.

« Not Ready—The Linux drivers have not yet completed loading on the target.
« Unknown—The console cannot determine the status.

Mirror remaining

The total number of mirror bytes that are remaining to be sent from the source to the
target.

Mirror skipped

The total number of bytes that have been skipped when performing a difference. These
bytes are skipped because the data is not different on the source and target.

Replication queue

The total number of replication bytes in the source queue
Disk queue

The amount of disk space being used to queue data on the source
Recovery point latency

The length of time replication is behind on the target compared to the source. This is the
time period of data that would be lost if a failure were to occur at the current time.

Bytes sent

The total number of mirror and replication bytes that have been transmitted to the
target

Chapter 6 Full server to ESX migration 204



Bytes sent (compressed)

The total number of compressed mirror and replication bytes that have been
transmitted to the target. If compression is disabled, this statistic will be the same as
Bytes sent.

Connected since

The date and time indicating when the current job was started.

Recent activity

Displays the most recent activity for the selected job, along with an icon indicating the
success or failure of the last initiated activity. Click the link to see a list of recent activities
for the selected job. You can highlight an activity in the list to display additional details
about the activity.

Additional information

Depending on the current state of your job, you may see additional information
displayed to keep you informed about the progress and status of your job. If there is no
additional information, you will see (None) displayed.
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Job controls

You can control your job through the toolbar buttons available on the Jobs page. If you select multiple
jobs, some of the controls will apply only to the first selected job, while others will apply to all of the
selected jobs. For example, View Job Details will only show details for the first selected job, while Stop
will stop protection for all of the selected jobs.

If you want to control just one job, you can also right click on that job and access the controls from the
pop-up menu.

View Job Details L}l

This button leaves the Jobs page and opens the View Job Details page.

Edit Job Properties #-"
This button leaves the Jobs page and opens the EditJob Properties page.

Delete 1I

Stops (if running) and deletes the selected jobs.

Provide Credentials  °

Changes the login credentials that the job (which is on the target machine) uses to
authenticate to the servers in the job. This button opens the Provide Credentials dialog
box where you can specify the new account information and which servers you want to
update. See Providing server credentials on page 55. You will remain on the Jobs
page after updating the server credentials. If your servers use the same credentials,
make sure you also update the credentials on the Servers page so that the Carbonite
Replication Console can authenticate to the servers in the console session. See
Managing servers on page 44.

View Recent Activity .

Displays the recent activity list for the selected job. Highlight an activity in the list to
display additional details about the activity.

Start b

Starts or resumes the selected jobs.
If you have previously stopped protection, the job will restart mirroring and replication.

If you have previously paused protection, the job will continue mirroring and replication
from where it left off, as long as the Carbonite Move queue was not exhausted during

Chapter 6 Full server to ESX migration 206



the time the job was paused. If the Carbonite Move queue was exhausted during the
time the job was paused, the job will restart mirroring and replication.

Also if you have previously paused protection, all jobs from the same source to the
same IP address on the target will be resumed.

Pause ii

Pauses the selected jobs. Data will be queued on the source while the job is paused.

All'jobs from the same source to the same IP address on the target will be paused.

Stop .

Stops the selected jobs. The jobs remain available in the console, but there will be no
mirroring or replication data transmitted from the source to the target. Mirroring and
replication data will not be queued on the source while the job is stopped, requiring a
remirror when the job is restarted. The type of remirror will depend on your job settings.

Take Snapshot !

Snapshots are not applicable to migration jobs.

Manage Snapshots !-

Snapshots are not applicable to migration jobs.

Failover or Cutover @

Starts the cutover process. See Cutting over full server to ESX migration jobs on page
218 for the process and details of cutting over a full server to ESX migration job.

Failback *
Starts the failback process. Failback does not apply to migration jobs.

A
Restore *#

Starts the restoration process. Restore does not apply to migration jobs.

-3
Reverse <=

Reverses protection. Reverse protection does not apply to migration jobs.

Undo Failover or Cutover ¥

Cancels a test failover by undoing it. Undo failover does not apply to full server to
ESX migration jobs.
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|
View Job Log =

Opens the job log. On the right-click menu, this option is called View Logs, and you
have the option of opening the job log, source server log, or target server log.

Other Job Actions JI

Opens a small menu of other job actions. These job actions are not available for Linux
jobs.

Filter

Select a filter option from the drop-down list to only display certain jobs. You can display
Healthy jobs, Jobs with warnings, or Jobs with errors. To clear the filter, select
All jobs. If you have created and populated server groups, then the filter will only apply
to the jobs associated with the server or target servers in that server group. See
Managing servers on page 44.

Search

Allows you to search the source or target server name for items in the list that match the
criteria you have entered.

Overflow Chevron

Displays any toolbar buttons that are hidden from view when the window size is
reduced.
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Viewing full server to ESX migration job details
From the Jobs page, highlight the job and click View Job Details in the toolbar.

Review the following table to understand the detailed information about your job displayed on the View
Job Details page.

Job name
The name of the job
Job type
Each job type has a unique job type name. This job is a Full Server to ESX Migration
job. For a complete list of all job type names, press F1 to view the Carbonite Replication
Console online help.
Health
« The job is in a healthy state.
2 The job is in a warning state.
) The job is in an error state.
¥ Thejob isin an unknown state.
Activity

There are many different Activity messages that keep you informed of the job activity.
Most of the activity messages are informational and do not require any administrator
interaction. If you see error messages, check the rest of the job details.

Connection ID

The incremental counter used to number connections. The number is incremented
when a connection is created. The counter is reset if there are no existing jobs and the
Double-Take service is restarted.

Transmit mode

« Active—Data is being transmitted to the target.

« Paused—Data transmission has been paused.

« Scheduled—Data transmission is waiting on schedule criteria.
» Stopped—Data is not being transmitted to the target.

o Error—There is a transmission error.

« Unknown—The console cannot determine the status.
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Target data state

« OK—The data on the target is in a good state.

« Mirroring—The target is in the middle of a mirror process. The data will not be in a
good state until the mirror is complete.

« Mirror Required—The data on the target is not in a good state because a remirror
is required. This may be caused by an incomplete or stopped mirror or an operation
may have been dropped on the target.

« Busy—The source is low on memory causing a delay in getting the state of the data
on the target.

« Not Loaded—Carbonite Move target functionality is not loaded on the target
server. This may be caused by a license key error.

« Not Ready—The Linux drivers have not yet completed loading on the target.
« Unknown—The console cannot determine the status.

Target route
The IP address on the target used for Carbonite Move transmissions.
Compression

« On/Level—Datais compressed at the level specified.
o Off—Datais not compressed.

Encryption

« On—Data is being encrypted before it is sent from the source to the target.
« Off —Data is not being encrypted before it is sent from the source to the target.

Bandwidth limit

If bandwidth limiting has been set, this statistic identifies the limit. The keyword
Unlimited means there is no bandwidth limit set for the job.

Connected since

The source server date and time indicating when the current job was started. This field
is blank, indicating that a TCP/IP socket is not present, when the job is waiting on
transmit options or if the transmission has been stopped. This field will maintain the
date and time, indicating that a TCP/IP socket is present, when transmission has been
paused.

Additional information

Depending on the current state of your job, you may see additional information
displayed to keep you informed about the progress and status of your job. If there is no
additional information, you will see (None) displayed.

Mirror status

« Calculating—The amount of data to be mirrored is being calculated.
« In Progress—Datais currently being mirrored.
« Waiting—Mirroring is complete, but data is still being written to the target.
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Idle—Data is not being mirrored.
Paused—Mirroring has been paused.
Stopped—NMirroring has been stopped.

Removing Orphans—Orphan files on the target are being removed or deleted
depending on the configuration.

Verifying—Data is being verified between the source and target.
Unknown—The console cannot determine the status.

Mirror percent complete

The percentage of the mirror that has been completed

Mirror remaining

The total number of mirror bytes that are remaining to be sent from the source to the
target.

Mirror skipped

The total number of bytes that have been skipped when performing a difference. These
bytes are skipped because the data is not different on the source and target.

Replication status

Replicating—Data is being replicated to the target.
Ready—There is no data to replicate.
Pending—Replication is pending.

Stopped—Replication has been stopped.

Out of Memory—Replication memory has been exhausted.

Failed—The Double-Take service is not receiving replication operations from the
Carbonite Move driver. Check the Event Viewer for driver related issues.

Unknown—The console cannot determine the status.

Replication queue

The total number of replication bytes in the source queue

Disk queue

The amount of disk space being used to queue data on the source

Bytes sent

The total number of mirror and replication bytes that have been transmitted to the
target

Bytes sent compressed

The total number of compressed mirror and replication bytes that have been
transmitted to the target. If compression is disabled, this statistic will be the same as
Bytes sent.
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Recovery point latency

The length of time replication is behind on the target compared to the source. This is the
time period of data that would be lost if a failure were to occur at the current time.

Mirror start time

The UTC time when mirroring started
Mirror end time

The UTC time when mirroring ended
Total time for last mirror

The length of time it took to complete the last mirror process
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Validating a full server to ESX migration job

Over time, you may want to confirm that any changes in your network or environment have not impacted
your Carbonite Move job. Use these instructions to validate an existing job.

1. Fromthe Jobs page, highlight the job and click View Job Details in the toolbar.
2. Inthe Tasks area on the right on the View Job Details page, click Validate job properties.

3. Carbonite Move validates that your source and target are compatible. The Summary page
displays your options and validation items.

Errors are designated by a white X inside a red circle. Warnings are designated by a black
exclamation point (!) inside a yellow triangle. A successful validation is designated by a white
checkmark inside a green circle. You can sort the list by the icon to see errors, warnings, or
successful validations together. Click on any of the validation items to see details. You must
correct any errors before you can continue. Depending on the error, you may be able to click Fix
or Fix All and let Carbonite Move correct the problem for you. For those errors that Carbonite
Move cannot correct automatically, you will need to modify the source or target to correct the
error, or you can select a different target. You must revalidate the selected servers, by clicking
Recheck, until the validation check passes without errors.

Validation checks for an existing job are logged to the job log on the target server.

4. Once your servers have passed validation, click Close.
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Editing a full server to ESX migration job

Use these instructions to edit a full server to ESX migration job.

1.
2.

From the Jobs page, highlight the job and click View Job Details in the toolbar.

In the Tasks area on the right on the View Job Details page, click Edit job properties.

3. You will see the same options available for your full server to ESX migration job as when you

created the job, but you will not be able to edit all of them. If desired, edit those options that are
configurable for an existing job. See Creating a full server to ESX migration job on page 183 for
details on each job option.

Changing some options may require Carbonite Move to automatically disconnect,
reconnect, and remirror the job.

If you have specified replication rules that exclude a volume at the root, that volume will be
incorrectly added as an inclusion if you edit the job after it has been established. If you
need to edit your job, modify the replication rules to make sure they include the proper
inclusion and exclusion rules that you want.

If you want to modify the workload items or replication rules for the job, click Edit workload or
replication rules. Modify the Workload item you are protecting, if desired. Additionally, you can
modify the specific Replication Rules for your job.

Volumes and folders with a green highlight are included completely. Volumes and folders
highlighted in light yellow are included partially, with individual files or folders included. If there is
no highlight, no part of the volume or folder is included. To modify the items selected, highlight a
volume, folder, or file and click Add Rule. Specify if you want to Include or Exclude the item.
Also, specify if you want the rule to be recursive, which indicates the rule should automatically be
applied to the subdirectories of the specified path. If you do not select Recursive, the rule will not
be applied to subdirectories.

If you need to remove a rule, highlight it in the list at the bottom and click Remove Rule. Be
careful when removing rules. Carbonite Move may create multiple rules when you are adding
directories. For example, if you add /home/admin to be included in protection, then /home will be
excluded. If you remove the /home exclusion rule, then the /home/admin rule will be removed
also.

Click OK to return to the Edit Job Properties page.

If you remove data from your workload and that data has already been sent to the target,
you will need to manually remove that data from the target. Because the data you
removed is no longer included in the replication rules, Carbonite Move orphan file
detection cannot remove the data for you. Therefore, you have to remove it manually.

5. Click Next to continue.

6. Carbonite Move validates that your source and target are compatible. The Summary page

displays your options and validation items.
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Errors are designated by a white X inside a red circle. Warnings are designated by a black
exclamation point (!) inside a yellow triangle. A successful validation is designated by a white
checkmark inside a green circle. You can sort the list by the icon to see errors, warnings, or
successful validations together. Click on any of the validation items to see details. You must
correct any errors before you can continue. Depending on the error, you may be able to click Fix
or Fix All and let Carbonite Move correct the problem for you. For those errors that Carbonite
Move cannot correct automatically, you will need to modify the source or target to correct the
error, or you can select a different target. You must revalidate the selected servers, by clicking
Recheck, until the validation check passes without errors.

If you receive a path transformation error during job validation indicating a volume does not exist
on the target server, even though there is no corresponding data being protected on the source,
you will need to manually modify your replication rules. Go back to the Choose Data page and
under the Replication Rules, locate the volume from the error message. Remove any rules
associated with that volume. Complete the rest of the workflow and the validation should pass.

After ajob is created, the results of the validation checks are logged to the job log. See the
Carbonite Availability and Carbonite Move Reference Guide for details on the various Carbonite
Move log files.

7. Once your servers have passed validation and you are ready to update your job, click Finish.
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Viewing a full server to ESX migration job log

You can view a job log file through the Carbonite Replication Console by selecting View Job Log from
the toolbar on the Jobs page. Separate logging windows allow you to continue working in the Carbonite
Replication Console while monitoring log messages. You can open multiple logging windows for

multiple jobs. When the Carbonite Replication Console is closed, all logging windows will automatically

close.

@ 30b logs for ALPHA to BETA

nmka &

=] B3

Time «

| pescription

6/22/2017 2:52:43 PM
£/22/2017 2:52:49 PM
6/22/2017 2:52:50 PM
6/22/2017 2:52:51 PM
£/22/2017 2:52:51 PM
6222017 2:52:51 PM
6/22/2017 2:52:51 PM
£/22/2017 2:52:52 PM
/222017 2:52:53 PM
§/22(2017 2:52:53 FM
6/22/2017 2:52:53 PM
6/22/2017 2:52:53 PM
§/22(2017 2:52:53 FM
6/22/2017 2:52:53 PM
6/22/2017 2:52:53 PM
5/22(2017 2:52:53 FM
6f22/2017 2:52:53 PM
/222017 2:52:53 FM
§/22(2017 2:52:53 FM
6/22/2017 2:52:53 PM
/222017 2:52:53 FM
§/22/2017 2:52:53 PM
6/22/2017 2:52:53 PM
6/22/2017 2:52:53 PM
5§/22/2017 2:52:53 PM
6/22/2017 2:52:53 PM
6/22/2017 2:52:53 PM
6/22/2017 2:52:53 PM
6/22/2017 2:52:53 PM
6/22/2017 2:52:53 PM
6/22/2017 2:52:53 PM
6f22{2017 2:52:53 PM
6/22/2017 2:52:53 PM
6/22/2017 2:52:53 PM
6/22/2017 2:52:53 PM
6/22/2017 2:52:53 PM
6/22{2017 2:52:53 PM
6/22/2017 2:52:53 PM
6/22/2017 2:52:53 PM

INFO : [5] Creating engine connection for job

INFO : [5] Setting remap link to 0

Il : [5] Creating connection on source 172.31,187.189 to Target : 172.31.80.13

: [5] Checking For prior reverse connection...

5] Will Reverse Connection be created : true

5] Creating Mew Connection, Erase reverss connection mirror data from jobxml.
5] Creating engine connection for job

5] Creating connection on 172.31.80.13 to 172.31.187.189

INFO : [5] Begin Resuming target.

INFO : [5] resume transmission has been reguested but thers is no connection identifiers a...
[5] Attempt to resume job 3fc40ce7-da35-434d-5262-38052b6bose5 failed.
Finished Resuming target.

Begin Running DTInfo.

5] Finished Running DTInfo,

I [5] Running task ended: TaskEngageProtection

INFO : [9] Invoking collaborator method FailoverMonitorCollaborator. CollaboratorStart
INFD : init

INFO : filtering out addresses that are not monitored...

INFO : server address: 172,31.187.189

INFO: monitoring using: Network

INFO : done filtering out addresses that are not monitored

INFO : initializing other menitaring variables...

INFO : init() all done

INFQ : FailoverMonitorData:

INFO : monitoredJobMame: KJ-CentO5-6 to KJ-Cent0S-6-2

INFQ : Monitored addresses: 172.31.187.189

INFO : Ping methods: Network

INFO : Ping method choices:Network, Service

INFO : totalTimeAllowedSaconds: 300

INFO @ useTotalTimeallowad: true

INFD : maxPingAttempts: 20

INFO : pinglntervalSeconds: 10

INFO ; »=FailoverMonitor state changed to:MONITOR_STATE_IMITIAL

INFO : [9] IFailoverMonitor object was created while initilizing the FailoverMonitor collabor...
INFO : Start failover monitor scheduler on job KI-Cent05-6 to KJ-CentOs-6-2

INFO : Monitoring the following addresses: [172.31.187.185]

INFO : Failover monitaring first cycle on job KI-Cent05s-6 to KI-CentD5-6-2

INFO : -Failover monitoring job KJ-Cent05-6 to KI-Cent05-6-2 via Network Ping

INFO : [10] Invoking collaborator method SnapshotschedulerCollaborator. CollaboratorStart

The following table identifies the controls and the table columns in the Job logs window.

Start b’

This button starts the addition and scrolling of new messages in the window.

Pause Il
This button pauses the addition and scrolling of new messages in the window. This is
only for the Job logs window. The messages are still logged to their respective files on
the server.

Copy <2

This button copies the messages selected in the Job logs window to the Windows
clipboard.
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Clear £

This button clears the Job logs window. The messages are not cleared from the
respective files on the server. If you want to view all of the messages again, close and
reopen the Job logs window.

Time
This column in the table indicates the date and time when the message was logged.
Description

This column in the table displays the actual message that was logged.
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Cutting over full server to ESX migration jobs

When the migration mirror has completed, the target may or may not reboot automatically depending on
your selection for Wait for user intervention before cutover. If you disabled user intervention, the
target will reboot automatically to complete the migration process. If you enabled user intervention,
when the migration mirror is complete, the status will change to Protecting. Use this time to complete
any necessary tasks. When you are ready to complete the migration, use the following instructions to
cutover.

1. Onthe Jobs page, highlight the job that you want to cutover and click Failover, Cutover, or
Recover in the toolbar.

2. Select the type of cutover to perform.

« Cutover to live data—Select this option to initiate a full, live cutover using the current data
on the target. The source may be automatically shut down if it is still running, depending on
your job configuration. The protection job is stopped and the replica virtual machine is
started on the target with full network connectivity.

« Perform test failover—This option is not applicable to full server to ESX migration jobs.

« Cutover to a snapshot—This option is not available for migration jobs.
3. Select how you want to handle the data in the target queue.

« Apply data in target queues before failover or cutover—All of the data in the target
queue will be applied before cutover begins. The advantage to this option is that all of the
data that the target has received will be applied before cutover begins. The disadvantage to
this option is depending on the amount of data in queue, the amount of time to apply all of
the data could be lengthy.

« Discard data in the target queues and failover or cutover immediately—All of the
data in the target queue will be discarded and cutover will begin immediately. The
advantage to this option is that cutover will occur immediately. The disadvantage is that any
data in the target queue will be lost.

4. When you are ready to begin cutover, click Cutover.
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DTSetup

DTSetup is a menu-driven application that provides easy access to Carbonite Move server
configuration. Select a link for more information on DTSetup configuration tasks.

Running DTSetup on page 220—This topic includes instructions for launching DTSetup.

Setup tasks on page 221—The setup tasks allow you to configure license keys, security groups,
block device replication configuration, server configuration, and driver performance settings.
Starting and stopping the service on page 226—Buiilt-in scripts allow you to quickly and easily
start and stop the Carbonite Move service.

Starting DTCL on page 227—Y ou can launch the Carbonite Move interactive command prompt
which allows you to enter DTCL commands one at a time.

Viewing documentation and troubleshooting tools on page 228—DTSetup provides easy access
to Carbonite Move log files, a diagnostic collection tool, and several legal documents.

DTSetup menus on page 229—This topic includes a list overview of the DTSetup menu system.
Reference the links in the list for complete details on completing tasks in DTSetup.
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Running DTSetup

1. Runthe DTSetup command from the shell prompt to start DTSetup. The command is case-
sensitive.

2. The first time you run DTSetup after an installation, you will be prompted to review the Carbonite
license agreement. Review the agreement and accept the terms of agreement by typing yes. You
cannot use Carbonite Move without agreeing to the licensing terms.

3. When the DTSetup menu appears, enter the number of the menu option you want to access.
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Setup tasks

The setup tasks are generally configured once. Select a link below to learn more about that setup task.

« Activating your server on page 222—L.icense keys and activation keys license and activate your
Carbonite Move servers.

« Modifying security groups on page 223—Security groups provide access to Carbonite Move.

« Configuring server settings on page 224—If desired, you can modify server settings through the
Carbonite Move configuration file.

« Configuring driver performance settings on page 225—If desired, you can specify Carbonite
Move driver performance settings.
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Activating your server

Before you can use Carbonite Move, each source and target server must have a valid license key, which
is an alpha-numeric codes that applies the appropriate Carbonite Move license to your installation.

1.

S AN

Start DTSetup. See Running DTSetup on page 220.
Select Setup tasks.

Select Set License Key Menu.

Select Set License Key in /etc/DT/DT.conf.

Enter your license key and press Enter. The license key will automatically be inserted into the
configuration file. You are prompted to start the Carbonite Move service after the first installation,
and you must restart the service each time the license key is modified, such as after an upgrade.

Press Enter to return to the menu.
Press Q as many times as needed to return back to the main menu or to exit DTSetup.
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Modifying security groups

During the installation, the user root is automatically added to the Carbonite Move administrators
security group. If you want to add other users or remove root, you will need to modify the security group
configuration for each source and target server. See Security on page 230 for more details on the
security groups and the privileges granted to each group.

1.

Start DTSetup. See Running D TSetup on page 220.

2. Select Setup tasks.
3.
4. Selectthe necessary menu options to add or remove groups to the administrator or monitors

Select Add/Remove users to Double-Take groups.

group as needed, and specify the user name when prompted.

When you have completed your security group modifications, press Q as many times as needed
to return back to the main menu or to exit DTSetup.
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Configuring server settings

Server settings are available in various places. You can access them via the Replication Console for
Linux, through DTCL, or through DTSetup. Initially, the server settings file, /etc/DT/DT.conf, on the
source and target is blank. To populate it with default values, start and stop the Double-Take service
once.

1. Start DTSetup. See Running D TSetup on page 220.

2. Select Setup tasks.

3. Select Edit Double-Take config file.

4

. The server settings are listed in alphabetical order. Make modifications as necessary, using the
control keys specified at the bottom of the page. For a complete list of each server setting, valid
values, default values, and optional notes, see Server Settings in the Scripting Guide.

Press control-X to exit the configuration file.
Enter Yes or No to save any changes.
7. Press Qas many times as needed to return back to the main menu or to exit DTSetup.

o o
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Configuring driver performance settings

Driver settings provide configuration flexibility so you can adjust Carbonite Move based on your servers,
network, and replication requirements. You may want to modify driver settings on both the source and
target.

Changing the driver performance settings can have a positive or negative impact on server
performance. These settings are for advanced users. If you are uncertain how to best modify the
driver performance settings, contact technical support.

Start DTSetup. See Running D TSetup on page 220.
Select Setup tasks.

Select Configure Double-Take driver performance.
The current driver settings are displayed.

Select a driver setting to modify the option.

« Toggle Adaptive Throttling—You can toggle between enabling (true) and disabling
(false) Adaptive Throttling. This occurs when kernel memory usage exceeds the
Throttling Start Level percentage. When throttling is enabled, operations are delayed by,
at most, the amount of time setin Maximum Throttling Delay, thus reducing kernel
memory usage. Throttling stops when the kernel memory usage drops below the
Throttling Stop Level percentage.

« Toggle Forced Adaptive Throttling—You can toggle between enabling (true) and
disabling (false) Forced Adaptive Throttling. This causes all operations to be delayed by,
at most, the amount of time in set in Maximum Throttling Delay, regardless of the kernel
memory being used. Adaptive Throttling must be enabled (true) in order for Forced
Adaptive Throttling to work.

« Set Maximum Throttling Delay—This option is the maximum time delay, in milliseconds,
used by the driver during a system delay.

« Set Throttling Delay Interval—This option is the interval, in milliseconds, to check
memory usage during a throttling delay. If a delay is no longer needed, the remainder of the
delay is skipped.

« Set Throttling Start Level—Throttling starts when disk writes reach the specified
percentage. This prevents the driver from stopping replication because memory has been
exhausted.

« Set Throttling Stop Level—Throttling stops when disk writes reach the specified
percentage.

« Set Memory Usage Limit—This option is the amount of kernel memory, in bytes, used for
queuing replication operations. When this limit is exceeded, the driver will send an error to
the service forcing a remirror of all active connections.

o Set Maximum Write Buffer Size—This option is the maximum amount of system
memory, in bytes, allowed for a single write operation. Operations exceeding this amount
are split into separate operations in the queue.

6. After you have completed your driver performance modifications, press Q as many times as
needed to return back to the main menu or to exit DTSetup.

ok~
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Starting and stopping the service

The Double-Take service will start automatically after Carbonite Move is installed and the server is
rebooted. You can start and stop the Double-Take service using this built-in DTSetup script.

1. Start DTSetup. See Running D TSetup on page 220.
2. Select Start/Stop Double-Take service.
3. Select the necessary menu option to start or stop the service and handle the driver configuration.

Start Double-Take and process driver config—This option starts the Double-Take
service and loads the Carbonite Move drivers.

Stop Double-Take but preserve driver config—This option stops the Double-Take
service but does not unload the Carbonite Move drivers.

Restart service but preserve driver config—This option does a full stop and start of the
Double-Take service but does not unload the Carbonite Move drivers.

Restart service and reset driver config—This option does a full stop and start,
completely unloading the Double-Take service and Carbonite Move drivers and then
reloading them.

Stop the running service and teardown driver config—This option stops the Double-
Take service and the Carbonite Move drivers are unloaded.

Go to Replication Configuration menu—This option takes you to Setup Tasks,
Configure Block Device Replication. When you press Q to exit from that menu, you will
return this menu.

4. When you have completed your starting and stopping tasks, press Q as many times as needed to
return back to the main menu or to exit DTSetup.
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Starting DTCL

You can launch the Carbonite Move interactive command prompt which allows you to enter DTCL
commands one at atime.

1. Start DTSetup. See Running D TSetup on page 220.

2. Select Start User Interface (DTCL -i).

3. Enteryour DTCL commands one at a time at the Command prompt. For a complete list of DTCL
commands, their syntax, and instructions for completing tasks using DTCL, see the Scripting
Guide.

4. Toexitthe DTCL Command prompt, type exit.

5. When you have completed your DTCL tasks, press Q as many times as needed to return back to
the main menu or to exit DTSetup.
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Viewing documentation and troubleshooting tools

1. Start DTSetup. See Running D TSetup on page 220.
2. Select Documentation/Troubleshooting tasks.

3. Select View log files to view the following log files. Carbonite Move logs alerts, which are
processing notifications, warnings, and error messages. The logs are written to disk.

« View /*.dtl in less—This option uses the less file viewer program to view all of the
Carbonite Move logs, starting from the most recent.

« Follow the output of latest—This option uses tail -f to watch the output of the Carbonite
Move logs in real-time.

« View /var/log/messages in less—This option uses the less file viewer program to view
the system log messages.

« Follow the output of /var/log/messages—This option uses tail -f to watch the output of
the system log messages in real-time.

4. Selectone of the Collect and package diagnostic info selections to run the DTInfo script
which collects configuration data. This can be useful when reporting problems to technical
support. Depending on the diagnostic option you select, the amount of data to be collected varies
between basic, detailed and full diagnostic information. You must have root (or uid 0 equivalent) to
execute the diagnostics or to copy or read the resulting file.

5. Select View user documentation to view several legal documents. DTSetup attempts to
determine your viewers, although you can specify your viewer.

» View End User License Agreement TXT—This option views the End User License
Agreement legal document.

« View driver module license TXT—This option views the open source legal document.
« Change a document viewer—This option allows you to specify a document viewer.

6. When you have completed your documentation and troubleshooting tasks, press Q as many times
as needed to return back to the main menu or to exit DTSetup.
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DTSetup menus

The following lists is an overview of the DTSetup menu system. Reference the links for complete details
on completing tasks in DTSetup.

1. Setup tasks—License keys, security groups, replication configuration, server configuration, and
driver performance settings. See Setup tasks on page 221.
1. Set License Key Menu—See Activating your server on page 222.

2. Add/Remove users to Double-Take groups—See Modifying security groups on page
223.

3. Edit Double-Take config file—See Configuring server settings on page 224.

4. Configure Double-Take driver performance—See Configuring driver performance
settings on page 225.

2. Start/Stop Double-Take service—See Starting and stopping the service on page 226.
Start User Interface (DTCL -i)}—See Starting DTCL on page 227.

4. Documentation/Troubleshooting tasks—See Viewing documentation and troubleshooting
tools on page 228.

w
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Security

To ensure protection of your data, Carbonite Move offers multi-level security using native operating
system security features. Privileges are granted through membership in user groups defined on each
machine. To gain access to a source or target, the user must provide a valid local user account that is a
member of one of the Carbonite Move security groups. Once a valid user name and password have
been provided and the source or target has verified membership in one of the security groups, the user is
granted appropriate access to the source or target and the corresponding features are enabled in the
client. Access is granted on one of the following three levels.

« Administrator Access—All features are available for that machine.

» Monitor Access—Servers and statistics can be viewed, but functionality is not available.
« No Access—Servers appear in the clients, but no access to view the server details is available.
Although passwords are encrypted when they are stored, Carbonite security design does assume that

any machine running the client application is protected from unauthorized access. If you are running the
client and step away from your machine, you must protect your machine from unauthorized access.
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Adding users to the security groups

The security groups are automatically created during the installation process.

Users that need administrator access to Carbonite Move must be added to the dtadmin group. Users
that need monitor only access must be added to the dtmon group. In both cases, you must provide a
valid local user account.

1.

Run the DTSetup command from the shell prompt. The command is case-sensitive.

2. Select Setup tasks.
3.
4. Selectthe necessary menu options to add or remove groups to the administrator or monitors

Select Add/Remove users to Double-Take groups.

group as needed, and specify the user name when prompted.

When you have completed your security group modifications, press Q as many times as needed
to return back to the main menu or to exit DTSetup.
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Special network configurations

Carbonite Move can be implemented with very little configuration necessary in small or simple networks,
but additional configuration may be required in large or complex environments. Because an infinite
number of network configurations and environments exist, it is difficult to identify all of the possible
configurations. Review the following sections for configuration information for that particular type of
network environment.

« Firewalls on page 233
« IP and port forwarding on page 234
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Firewalls

If your source and target are on opposite sides of a firewall, you will need to configure your hardware to
accommodate communications. You must have the hardware already in place and know how to
configure the hardware ports. If you do not, see the reference manual for your hardware.

« Carbonite Move ports—Ports 1500, 1505, 1506, 6325, and 6326 are used for Carbonite Move
communications and must be open on your firewall. Open UDP and TCP for both inbound and
outbound traffic.

« ESX ports—If you are using VirtualCenter or an ESX host, port 443 is also required and must be
opened.

You need to configure your hardware so that the Carbonite Move ports and ESX ports applicable to your
environment are open. Since communication occurs bidirectionally, make sure you configure both
incoming and outgoing traffic.

There are many types of hardware on the market, and each can be configured differently. See your
hardware reference manual for instructions on setting up your particular router.
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IP and port forwarding

As outlined in the requirements, Carbonite Move supports IP and port forwarding in NAT environments
with the following caveats.

o Only IPv4 is supported.

« Only standalone servers are supported.

« DNS failover and updates will depend on your configuration
« Only the source or target can be behind a router, not both.
o The DNS server must be routable from the target

When setting up a job in an environment with IP or port forwarding, make sure you specify the following
configurations.

« Make sure you have added your server to the Carbonite Replication Console using the correct
public or private IP address. The name or IP address you use to add a server to the console is
dependent on where you are running the console. Specify the private IP address of any servers
on the same side of the router as the console. Specify the public IP address of any servers on the
other side of the router as the console. This option is on the Add Servers page in the Manual

Entry tab.

Identify the servers in your environment that you want to manage. The senvers you add here appear on the Servers page.

Manual Entry Automatic Discovery Servers to be added:

SEFVEr & Details

Server:
|112.47.02.7
User name:

| domain\administrator
Password:

Management Service port:

[102s 2] ™ use default port

Cancel
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« When choosing the target server for your job, you may be prompted for a route from the target to
the source. This route, and a port if you are using a non-default port, is used so the target can
communicate with the source to build job options. This dialog box will be displayed, only if needed,
after you click Next on the Choose Target page in the job creation wizard.

E Source Address =] E3

The Targst Server was unable to communicate with the Source Server
L] "_-. using any known route, Please provide an alternate IP address that can
£ be used.
Alternate Source IP Address:

| 172.31.206.203

Management Service port:

[1025 2] M use default port

Cancel |

« If you are configuring network monitoring, make sure you specify the port to use for monitoring the
Double-Take replication service. This option is in the job creation wizard on the Set Options page
in the Failover Monitor section.

|"..'_* | Failover Menitor |
(% Total time to failure: I 00:05:00
(" Consecutive failures: I 0 =
20 =
Monitor on this interval: I 00:00:10

[+ Metwork monitoring

Maniter these addresses:

| Spurce IP Address | Replication Service port
[ 10.10.0.10
[V 172.31.216.205 (NAT) | 1025 ill [ Use default port

Monitoring method:
I Network sarvice j

Failover trigger:

IAEI monitored IP addressas fail j

« When specifying a network route or reverse routes for full server jobs, you can enter a public IP
address and then specify ports for the Double-Take Management Service and Double-Take
replication service. This option is in the job creation wizard on the Set Options page in the
Network Route section or the Reverse Protection and Routing section for full server jobs.

| ’: | Network Route |

Send data to the target ssrver using this route: Management Service port: Replication Service port:

[17231.216.208 =] [z 2| M use defauit port [1025 = ™ use defauit port
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Send data to the target sarver using this routs: Management Service port: Replication Service port:
[17231216.208 =l [102s 2| I se defauit port [1025 = I use defauit port

¥ Enable reversa protection

A resarved IP address permanently identifies each sarver so that failover and reverse can both be
performed. The reserved IF addresses will not be moved on failover or reverse. These addressss will
also be used to route the data in non-NAT environments.

Select a reserved IP address on the source:

[ 10.10.0.10 |

Send data to source after reversa using this route: Replication Service port:
|172.31.216.203 =l |1025 j I Use default port
Select a reserved IP address on the target:
|20.20.0.10 |
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